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Abstract

It is known that infinitely many Medvedev degrees exist inside the Muchnik degree
of any nontrivialΠ0

1 subset of Cantor space. We shed light on the fine structures in-
side these Muchnik degrees related to learnability and piecewise computability. As for
nonemptyΠ0

1 subsets of Cantor space, we show the existence of a finite-∆0
2-piecewise

degree containing infinitely many finite-(Π0
1)2-piecewise degrees, and a finite-(Π0

2)2-
piecewise degree containing infinitely many finite-∆0

2-piecewise degrees (where (Π0
n)2

denotes the difference of twoΠ0
n sets), whereas the greatest degrees in these three

“finite-Γ-piecewise” degree structures coincide. Moreover, as for nonemptyΠ0
1 subsets

of Cantor space, we also show that every nonzero finite-(Π0
1)2-piecewise degree in-

cludes infinitely many Medvedev (i.e., one-piecewise) degrees, every nonzero countable-
∆0

2-piecewise degree includes infinitely many finite-piecewise degrees, every nonzero
finite-(Π0

2)2-countable-∆0
2-piecewise degree includes infinitely many countable-∆0

2-piecewise
degrees, and every nonzero Muchnik (i.e., countable-Π0

2-piecewise) degree includes in-
finitely many finite-(Π0

2)2-countable-∆0
2-piecewise degrees. Indeed, we show that any

nonzero Medvedev degree and nonzero countable-∆0
2-piecewise degree of a nonempty

Π0
1 subset of Cantor space have the strong anticupping properties. Finally, we ob-

tain an elementary difference between the Medvedev (Muchnik) degree structure and
the finite-Γ-piecewise degree structure of all subsets of Baire space by showing that
none of the finite-Γ-piecewise structures are Brouwerian, whereΓ is any of the Wadge
classes mentioned above.
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1. Summary

1.1. Introduction

This paper is a continuation of Higuchi-Kihara [29]. Our objective in this paper
is to investigate the degree structures induced by intermediate notions between the
Medvedev reduction (uniformly computable function) and Muchnik reduction (nonuni-
formly computable function). We will shed light on a hidden, but extremely deep,
structure inside the Muchnik degree of eachΠ0

1 subset of Cantor space.
In 1963, Albert Muchnik [46] introduced the notion of Muchnik reduction as a

partial function on Baire space that is decomposable into countably many computable
functions. Such a reduction is also called acountably computablefunction,σ-computable
function, ornonuniformly computablefunction. The notion of Muchnik reduction has
been a powerful tool for clarifying the noncomputability structure of theΠ0

1 subsets of
Cantor space [57–59, 61]. Muchnik reductions have been classified in Part I [29] by
introducing the notion of piecewise computability.

Remarkably, many descriptive set theorists have recently focused their attention
on the concept ofpiecewise definabilityof functions on Polish spaces, in association
with the Baire hierarchy of Borel measurable functions (see [43, 44, 55]). Roughly
speaking, ifΓ is a pointclass (in the Borel hierarchy) andΛ is a class of functions
(in the Baire hierarchy), a function is said to beΓ-piecewiseΛ if it is decomposable
into countably manyΛ-functions withΓ domains. IfΓ is the class of all closed sets
andΛ is the class of all continuous functions, it is simply calledpiecewise continuous
(see for instance [32, 36, 45, 50]). The notion of piecewise continuity is known to be
equivalent to the∆0

2-measurability [32]. IfΓ is the class of all sets andΛ is the class
of all continuous functions, it is also calledcountably continuous[44] orσ-continuous
[54]. Nikolai Luzin was the first to investigate the notion of countable-continuity, and
today, many researchers have studied this concept, in particular, with an important
dichotomy theorem (see [51, 64]).

Our concepts introduced in Part I [29], such as∆0
2-piecewise computability, are

indeed the lightface versions of piecewise definability. This notion is also known to
be equivalent to the effective∆0

2-measurability [50]. See also [5, 19, 38] for more
information on effective Borel measurability.

To gain a deeper understanding of piecewise definability, we investigate the Medvedev-
and Muchnik-like degree structures induced by piecewise computable notions. This
also helps us to understand the notion of relative learnability since we have observed a
close relationship between lightface piecewise definability and algorithmic learning in
Part I [29].

In Part II, we restrict our attention to the local substructures consisting of the de-
grees of allΠ0

1 subsets of Cantor space. This indicates that we consider the rela-
tive piecewise computably (or learnably) solvability ofcomputably-refutable problems.
When a scientist attempts to verify a statementP, his verification will be algorithmi-
cally refuted whenever it is incorrect. Thisfalsifiability principleholds only whenP is
represented as aΠ0

1 subset of a space. Therefore, the restriction to theΠ0
1 sets can be re-

garded as an analogy ofPopperian learning[11] because of the falsifiability principle.
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From this perspective, the universe of theΠ0
1 sets is expected to be a good playground

of Learning Theory [31].
The restriction to theΠ0

1 subsets of Cantor space 2N is also motivated by several
other arguments. First, many mathematical problems can be represented asΠ0

1 subsets
of certain topological spaces (see Cenzer and Remmel [15]). TheΠ0

1 sets in such
spaces have become important notions in many branches of Computability Theory,
such asRecursive Mathematics[23], Reverse Mathematics[60], Computable Analysis
[65], Effective Randomness[21, 48], andEffective Descriptive Set Theory[42]. For
these reasons, degree structures onΠ0

1 subsets of Cantor space 2N are widely studied
from the viewpoint ofComputability TheoryandReverse Mathematics.

In particular, many theorems have been proposed on the algebraic structure of the
Medvedev degrees ofΠ0

1 subsets of Cantor space, such as density [13], embeddability
of distributive lattices [3], join-reducibility [2], meet-irreducibility [1], noncuppability
[12], non-Brouwerian property [28], decidability [16], and undecidability [56] (see also
[30, 57–59, 61] for other properties on the Medvedev and Muchnik degree structures).
TheΠ0

1 sets have also been a key notion (under the name ofclosed choice) in the study
of the structure of the Weihrauch degrees, which is an extension of the Medvedev
degrees (see [6–8]).

Among other results, Cenzer and Hinman [13] showed that the Medvedev degrees
of theΠ0

1 subsets of Cantor space are dense, and Simpson [57] questioned whether the
Muchnik degrees ofΠ0

1 subsets of Cantor space are also dense. However, this question
remains unanswered. We have limited knowledge of the Muchnik degree structure of
theΠ0

1 sets because the Muchnik reductions are very difficult to control. What we know
is that as shown by Simpson-Slaman [62] and Cole-Simpson [17], there are infinitely
many Medvedev degrees in the Muchnik degree of any nontrivialΠ0

1 subsets of Cantor
space. Now, it is necessary to clarify the internal structure of the Muchnik degrees.
In Part II, we apply the disjunction operations introduced in Part I [29] to understand
the inner structures of the Muchnik degrees induced by various notions of piecewise
computability.

1.2. Results

In Part I [29], the notions of piecewise computability and the induced degree struc-
tures are introduced. Our objective in Part II is to study the interaction among the
structuresP/F of F -degrees of nonemptyΠ0

1 subsets of Cantor space for notionsF
of piecewise computability listed as follows.

• dec<ωp [Π0
1] also denotes the set of all partial functions onNN that are decompos-

able into finitely many partial computable functions withΠ0
1 domains.

• dec<ωd [Π0
1] denotes the set of all partial functions onNN that are decomposable

into finitely many partial computable functions with (Π0
1)2 domains, where a

(Π0
1)2 set is the difference of twoΠ0

1 sets.

• dec<ωp [∆0
2] denotes the set of all partial functions onNN that are decomposable

into finitely many partial computable functions with∆0
2 domains.
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• decωp [∆0
2] denotes the set of all partial functions onNN that are decomposable

into countably many partial computable functions with∆0
2 domains.

• dec<ωd [Π0
2] denotes the set of all partial functions onNN that are decomposable

into finitely many partial computable functions with (Π0
2)2 domains.

• dec<ωd [Π0
2]decωp [∆0

2] denotes the set of all partial functions onNN that are decom-
posable into finitely many partial∆0

2-piecewise computable functions with (Π0
2)2

domains, where a (Π0
2)2 set is the difference of twoΠ0

2 sets.

• decωp [Π0
2] denotes the set of all partial functions onNN that are decomposable

into countably many partial computable functions withΠ0
2 domains.

The relationship among these notions is summarized as follows.

— P/dec<ωd [Π0
2] —

P/dec<ωp [Π0
1] — P/dec<ωd [Π0

1] — P/dec<ωp [∆0
2] P/dec<ωd [Π0

2]decωp [∆0
2] — P/decωp [Π0

2]
— P/decωp [∆0

2] —

In Part I [29], we observed that these degree structure are exactly those induced by
the (α, β|γ)-computability.

• [CT ]1
1 denotes the set of all partial computable functions onNN.

• [CT ]1
<ω denotes the set of all partial functions onNN learnable with bounded

mind changes.

• [CT ]1
ω|<ω denotes the set of all partial functions onNN learnable with bounded

errors.

• [CT ]1
ω denotes the set of all partial learnable functions onNN.

• [CT ]<ω1 denotes the set of all partialk-wise computable functions onNN for some
k ∈ N.

• [CT ]<ωω denotes the set of all partial functions onNN learnable by a team.

• [CT ]ω1 denotes the set of all partial nonuniformly computable functions onNN

(i.e., all functionsf satisfying f (x) ≤T x for anyx ∈ dom(f )).

As in Part I [29], each degree structureP/[CT ]α
β|γ is abbreviated asPα

β|γ. Then, we
have the following relationship among these notions.

— P<ω1 —
P1

1 — P1
<ω — P1

ω|<ω P<ωω — Pω1— P1
ω —

We will see that all of the above inclusions are proper. Beyond the properness of
these inclusions, there are four LEVELs signifying the differences between two classes
F andG of partial functions onNN (lying between [CT ]1

1 and [CT ]ω1 ) listed as follows.
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1. There is a functionΓ ∈ F \G.
2. There are setsX,Y ⊆ NN such thatF has a functionΓF : X → Y, butG hasno

functionΓG : X→ Y.
3. There areΠ0

1 setsX,Y ⊆ 2N such thatF has a functionΓF : X → Y, butΓG has
no functionΓG : X→ Y.

4. For every specialΠ0
1 setY ⊆ 2N, there is aΠ0

1 set X ⊆ 2N such thatF has a
functionΓF : X→ Y, butG hasno functionΓG : X→ Y.

The LEVEL 1 separation just representsF ⊈ G. Clearly, 4→ 3 → 2 → 1. Note
that the LEVEL 2 separation holds forno Σ0

1 setsX,Y ⊆ NN, sinceΠ0
1 is the first

level in the arithmetical hierarchy which can define a nonempty setS ⊆ NN without
computable element. Such aΠ0

1 set is calledspecial, i.e., a subset of Baire space is
special if it is nonempty and contains no computable points. As mentioned before,
Simpson-Slaman [62] (see Cole-Simpson [17]) showed that the LEVEL 4 separation
holds between [CT ]1

1 and [CT ]ω1 , that is, every nonzero Muchnik degreea ∈ Pω1 contains
infinitely many Medvedev degreesb ∈ P1

1.

In section 2, we use the consistent two-tape disjunction operations onΠ0
1 subsets

of Cantor space introduced in Part I [29] to obtain LEVEL 3 separation results.

• ▽n is the disjunction operation onΠ0
1 sets induced by the two-tape Brouwer-

Heyting-Kolmogorov-interpretation with mind-changes< n.

• ▽ω is the disjunction operation onΠ0
1 sets induced by the two-tape Brouwer-

Heyting-Kolmogorov-interpretation with finitely many mind-changes.

• ▽∞ is the disjunction operation onΠ0
1 sets induced by the two-tape Brouwer-

Heyting-Kolmogorov-interpretation permitting unbounded mind-changes.

By using these operations, we obtain the LEVEL 3 separation results for [CT ]1
1,

[CT ]1
<ω, [CT ]1

ω|<ω, and [CT ]<ω1 . We show that there existΠ0
1 setsP,Q ⊆ 2N such that all

of the following conditions are satisfied.

1. (a) There isnocomputable functionΓ1
1 : P▽2Q→ P▽1Q;

(b) There is a functionΓ1
<ω : P▽2Q → P▽1Q learnable with bounded mind-

changes.
2. (a) There isno functionΓ1

<ω : P▽ωQ→ P▽1Q learnable with bounded mind-
changes;

(b) There is a functionΓ1
ω|<ω : P▽ωQ→ P▽1Q learnable with bounded errors.

3. (a) There isno functionΓ1
ω|<ω : P▽∞Q → P▽1Q learnable with bounded er-

rors;
(b) There is a 2-wise computable functionΓ<ω1 : P▽∞Q→ P▽1Q.

The above conditions also suggest how does degrees of difficulty of our disjunction
operations behave.

In contrast to the above results, in section 3, we will see that the hierarchy be-
tween [CT ]1

<ω and [CT ]<ω1 collapses forhomogeneousΠ0
1 subsets of Cantor space 2N.

In other words, the LEVEL 4 separationsfail for [CT ]1
<ω, [CT ]1

ω|<ω, and [CT ]<ω1 . For
other classes, is the LEVEL 4 separation successful?
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To archive the LEVEL 4 separations, we use dynamic disjunction operations de-
veloped in Part I [29].

1. The concatenationP 7→ P⌢P of twoΠ0
1 setsP ⊆ 2N indicates the mass problem

“solve P by a learning proof process with mind-change-bound 2”.
2. Every iterated concatenation along a well-founded tree indicates a learning proof

process with an ordinal bounded mind changes.
3. The hyperconcatenationP 7→ P▼P of two Π0

1 setsP ⊆ 2N is defined as the
iterated concatenation ofP along the corresponding ill-founded tree ofP.

These operations turn out to be extremely useful to establish the LEVEL 4 separa-
tion results. Some of these results will be proved by applying priority argumentinside
some learning proof model ofP.

1. The LEVEL 4 separation succeeds for [CT ]1
1 and [CT ]1

<ω, via the mapP 7→ P⌢P.
2. The LEVEL 4 separation succeeds for [CT ]<ω1 and [CT ]1

ω, via the map

P 7→
∪
m∈N

(P⌢P⌢ . . . (m times). . . ⌢P⌢P).

3. The LEVEL 4 separation succeeds for [CT ]1
ω and [CT ]<ωω , via the mapP 7→ P▼P.

4. The LEVEL 4 separation succeeds for [CT ]<ωω and [CT ]ω1 , via the mapP 7→
D̂eg(P), whereD̂eg(P) denotes the Turing upward closure ofP.

The method that we use to show the first and the third items also implies that any
nonzeroa ∈ P1

1 and a ∈ P1
ω have the strong anticupping property, i.e., for every

nonzeroa ∈ P, there is a nonzerob ∈ P below a such thata ≤ b ∨ c implies a ≤
c. Indeed, these strong anticupping results are established via concatenation⌢ and
hyperconcatenation▼.

1. P1
1 |= (∀a, c) (a ≤ (a⌢a) ∨ c → a ≤ c).

2. P1
ω |= (∀a, c) (a ≤ (a▼a) ∨ c → a ≤ c).

In section 5, we apply our results to sharpen Jockusch’s theorem [33] and Simp-
son’s Embedding Lemma [58]. Jockusch showed the following nonuniform com-
putability result forDNRk, the set of allk-valueddiagonally noncomputable functions.

1. There isno (uniformly) computable functionΓ1
1 : DNR3→ DNR2.

2. There is a nonuniformly computable functionΓω1 : DNR3→ DNR2.

This result will be sharpened by using our learnability notions as follows.

1. There isno learnable functionΓ1
ω : DNR3→ DNR2.

2. There isno k-wise computable functionΓ<ω1 : DNR3→ DNR2 for k ∈ N.
3. There is a (uniformly) computable functionΓ1

1 : DNR3 → DNR2▼DNR2. Hence,
there is a functionΓ<ωω : DNR3 → DNR2 learnable by a team of two learners.

Finally, we employ concatenation and hyperconcatenation operations to show that
neitherD1

<ω norD<ω
1 norD<ω

ω are Brouwerian. Hence, these degree structures are not
elementarily equivalent to the Medvedev (Muchnik) degree structure.

6



1.3. Notations and Conventions

For any setsX andY, for convenience, we say thatf is a function from X to Y
(written f : X → Y) if the domain dom(f ) of f includesX, and the image ofX under
f is included inY. We also use the notationf :⊆ X → Y to denote thatf is a partial
function fromX to Y, i.e., the image of dom(f ) ∩ X under f is included inY.

For basic terminology in Computability Theory, see Soare [63]. Forσ ∈ N<N, we
let |σ| denote the length ofσ. Forσ ∈ N<N and f ∈ N<N ∪ NN, we say thatσ is an
initial segmentof f (denoted byσ ⊂ f ) if σ(n) = f (n) for eachn < |σ|. Moreover,
f ↾ n denotes the unique initial segment off of lengthn. letσ− denote an immediate
predecessor node ofσ, i.e.σ− = σ ↾ (|σ| − 1). We also define [σ] = { f ∈ NN : f ⊃ σ}.
A tree is a subset ofN<N closed under taking initial segments. For any treeT ⊆ N<N,
we also let [T] be the set of all infinite paths ofT, i.e., f belongs to [T] if f ↾ n belongs
to T for eachn ∈ N. A nodeσ ∈ T is extendibleif [ T] ∩ [σ] , ∅. Let Text denote the
set of all extendible nodes ofT. We say thatσ ∈ T is a leafor a dead endif there is no
τ ∈ T with τ ⊋ σ.

For any setX, the treeX<N of finite words onX forms a monoid under concatenation
⌢. Herethe concatenation ofσ andτ is defined by (σ⌢τ)(n) = σ(n) for n < |σ| and
(σ⌢τ)(|σ| + n) = τ(n) for n < |τ|. We use symbols⌢ and

⊓
for the operation on this

monoid, where
⊓

i≤nσi denotesσ0
⌢σ1

⌢ . . . ⌢σn. To avoid confusion, the symbols×
and
∏

are only used for a product of sets. We often consider the following three left
monoid actions ofX<N: The first one is the setXN of infinite words onX with an
operation⌢ : X<N × XN → XN; (σ⌢ f )(n) = σ(n) for n < |σ| and (σ⌢ f )(|σ| + n) = f (n)
for n ∈ N. The second one is the setT (X) of subtreesT ⊆ X<N with an operation
⌢ : X<N × T (X) → T (X); σ⌢T = {σ⌢τ : τ ∈ T}. The third one is the power setP(XN)
of XN with an operation⌢ : X<N × P(XN)→ P(XN); σ⌢P = {σ⌢ f : f ∈ P}.

We say that a setP ⊆ NN isΠ0
1 if there is a computable relationRsuch thatP = { f ∈

NN : (∀n)R(n, f )} holds. Equivalently,P = [TP] for some computable treeTP ⊆ NN.
Let {Φe}e∈N be an effective enumeration of all Turing functionals (all partial computable
functions1) on NN. Then thee-th Π0

1 subset of 2N is defined byPe = { f ∈ 2N :
Φe( f ; 0) ↑}. Note that{Pe}e∈N is an effective enumeration of allΠ0

1 subsets of Cantor
space 2N. If (an indexeof) aΠ0

1 setPe ⊆ 2N is given, thenTe = {σ ∈ 2<N : Φe(σ; 0) ↑}
is calledthe corresponding tree for Pe. HereΦ(σ; n) for σ ∈ N<N andn ∈ N denotes
the computation ofΦ with an oracleσ, an inputn, and step|σ|. Whenever aΠ0

1 set
P is given, we assume that an indexe of P is also given. IfP ⊆ 2N is Π0

1, then
the corresponding treeTP ⊆ 2<N of P is computable, and [TP] = P. Moreover, the
set LP of all leaves of the computable treeTP is also computable. We also say that
a sequence of{Pi}i∈I of Π0

1 subsets of a spaceX is computableor uniform if the set
{(i, f ) ∈ I × X : f ∈ Pi} is again aΠ0

1 subset of the product spaceI × X. A setP ⊆ NN
is specialif P is nonempty andP has no computable member. Forf ,g ∈ NN, f ⊕ g is
defined by (f ⊕g)(2n) = f (n) and (f ⊕g)(2n+1) = g(n) for eachn ∈ N. ForP,Q ⊆ NN,
put P⊕ Q = (⟨0⟩⌢P) ∪ (⟨1⟩⌢Q) andP⊗ Q = { f ⊕ g : f ∈ P & g ∈ Q}.

1In some contexts, a functionΦ is called partial computable if it can be extended to someΦe. In this
paper, we identify each partial computable function with such aΦe.
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1.4. Notations from Part I

1.4.1. Functions
Every partial functionΨ :⊆ N<N → N is called alearner. In Part I [29, Proposition

1], it is shown that we may assume thatΨ is total, and we fix an effective enumeration
{Ψe}e∈N of all learners. For any stringσ ∈ N<N, the set ofmind-change locations of a
learnerΨ on the informantσ is defined by

mclΨ(σ) = {n < |σ| : Ψ(σ ↾ n+ 1) , Ψ(σ ↾ n)}.

We also definemclΨ( f ) =
∪

n∈N mclΨ( f ↾ n) for any f ∈ NN. Then, #mclΨ( f ) de-
notes thenumber of times that the learnerΨ changes her/his mind on the informant f.
Moreover, the set ofindices predicted by a learnerΨ on the informantσ is defined by

indxΨ(σ) = {Ψ(σ ↾ n) : n ≤ |σ|}.

We also defineindxΨ( f ) =
∪

n∈N indxΨ( f ↾ n) for any f ∈ NN. We say thata partial
functionΓ :⊆ NN → NN is identified by a learnerΨ on g ∈ NN if lim nΨe(g ↾ n)
converges, andΦlimnΨe(g↾n)(g) = Γ(g). We also say that a partial functionΓ is identified
by a learnerΨ if it is identified byΨ on everyg ∈ dom(Γ). In Part I [29, Definition
2], we introduced the seven notions of (α, β|γ)-computability for a partial function
Γ :⊆ NN → NN listed as follows:

1. Γ is (1,1)-computableif it is computable.
2. Γ is (1, < ω)-computableif it is identified by a learnerΨ with sup{#mclΨ(g) :

g ∈ dom(Γ)} < ω.
3. Γ is (1, ω| < ω)-computableif it is identified by a learnerΨwith sup{#indxΨ(g) :

g ∈ dom(Γ)} < ω.
4. Γ is (1, ω)-computableif it is identified by a learner.
5. Γ is (< ω, 1)-computableif there is b ∈ N such that for everyg ∈ dom(Γ),
Γ(g) = Φe(g) for somee< b.

6. Γ is (< ω,ω)-computableif there isb ∈ N such that for everyg ∈ dom(Γ), Γ is
identified byΨe for somee< b ong.

7. Γ is (ω,1)-computableif it is nonuniformly computable, i.e.,Γ(g) ≤T g for every
g ∈ dom(Γ).

Let [CT ]αβ (resp. [CT ]α
β|γ) denote the set of all (α, β)-computable (resp. (α, β|γ)-

computable) functions. IfF be a monoid consisting of partial functions under com-
position,P(NN) is preordered by the relationP ≤F Q indicating the existence of a
functionΓ ∈ F from Q into P, that is,P ≤F Q if and only if there is a partial func-
tion Γ :⊆ NN → NN such thatΓ ∈ F andΓ(g) ∈ P for everyg ∈ Q. LetD/F and
P/F denote the quotient setsP(NN)/ ≡F andΠ0

1(2N)/ ≡F , respectively. Here,Π0
1(2N)

denotes the set of all nonemptyΠ0
1 subsets of 2N. For P ∈ P(NN), the equivalence

class{Q ⊆ NN : Q ≡F P} ∈ D/F is calledtheF -degreeof P. If F = [CT ]α
β|γ for

someα, β, γ ∈ {1, < ω, ω}, we write≤α
β|γ,Dα

β|γ, andPα
β|γ instead of≤F ,D/F andP/F .

The preorderings≤1
1 and≤ω1 are equivalent to the Medvedev reducibility [41] and the

Muchnik reducibility [46], respectively.
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In Part I [29, Theorem 26 and Proposition 27], we showed the following equiva-
lences:

P1
<ω = P/dec<ωd [Π0

1] P1
ω|<ω = P/dec<ωp [∆0

2] P1
ω = P/decωp [∆0

2]

P<ω1 = P/dec<ωd [Π0
2] P<ωω = P/dec<ωd [Π0

2]decωp [∆0
2] Pω1 = P/decωp [Π0

2]

Here, for a pointclassΛ, a functionΓ :⊆ NN → NN is finite (countable, resp.)
Λ-piecewise computableif there is a finiteΛ-cover{Xi}i<ω (a uniformΓ-cover{Xi}i∈ω,
resp.) of dom(f ) such thatΓ ↾ Xi is computable for anyi ∈ N, and the set of all
finite (countable, resp.)Λ-piecewise computable functions is denoted by dec<ω

p [Λ]
(decωp [Λ]). We denote by dec<ωd [Π0

n] the set of all finiteΠ0
n-layerwise computable func-

tion (see Part I [29, Section 2.5]), which is equivalent to dec<ω
p [(Π0

n)2], where (Π0
n)2 is

the complexity of the differences of twoΠ0
n sets.

This observation allows us to think of each degree structurePα
β|γ as a piecewise-

degree structure in the following sense.

1. P1
1 is the Medvedev degrees ofΠ0

1 sets.
2. P1

<ω is the finite-(Π0
1)2-piecewise degrees ofΠ0

1 sets.
3. P1

ω|<ω is the finite-∆0
2-piecewise degrees ofΠ0

1 sets.

4. P1
ω is the countable-∆0

2-piecewise degrees ofΠ0
1 sets.

5. P<ω1 is the finite-(Π0
2)2-piecewise degrees ofΠ0

1 sets.
6. P<ωω is the finite-(Π0

2)2-countable-∆0
2-piecewise degrees ofΠ0

1 sets.
7. Pω1 is the Muchnik degrees (or equivalently, the countable-Π0

2-piecewise degrees)
of Π0

1 sets.

1.4.2. Sets
To define the disjunction operations in Part I [29, Definition 29], we introduced

some auxiliary notions. LetI ⊆ N be a set. Fixσ ∈ (I × N)<N, andi ∈ I . Thenthe i-th
projection ofσ is inductively defined as follows.

pri(⟨⟩) = ⟨⟩, pri(σ) =

pri(σ
−)⌢n, if σ = σ−⌢⟨(i,n)⟩,

pri(σ
−), otherwise.

Moreover,the number of times of mind-changes of (the process reconstructed from a
record)σ ∈ (I × N)<N is given by

mc(σ) = #{n < |σ| − 1 : (σ(n))0 , (σ(n+ 1))0}.

Here, forx = (x0, x1) ∈ I × N, the first (second, resp.) coordinatex0 (x1, resp.) is
denoted by (x)0 ((x)1, resp.). Furthermore, forf ∈ (I × N)N, we definepri( f ) =∪

n∈N pri( f ↾ n) for eachi ∈ I , andmc( f ) = limn mc( f ↾ n), where if the limit does not
exist, we writemc( f ) = ∞.

In Part I [29, Definition 33, 36 and 55], we introduced the disjunction operations.
Fix a collection{Pi}i∈I of subsets of Baire spaceNN.

1. ⟦
∨

i∈I Pi⟧Int = { f ∈ (I × N)N : ((∃i ∈ I ) pri( f ) ∈ Pi) & mc( f ) = 0}.

9



2. ⟦
∨

i∈I Pi⟧LCM[n] = { f ∈ (I × N)N : ((∃i ∈ I ) pri( f ) ∈ Pi) & mc( f ) < n}.
3. ⟦
∨

i∈I Pi⟧CL = { f ∈ (I × N)N : (∃i ∈ I ) pri( f ) ∈ Pi}.
As in Part I, we use the notationwrite(i, σ) for any i ∈ N andσ ∈ N<N.

write(i, σ) = i |σ| ⊕ σ = ⟨(i, σ(0)), (i, σ(1)), (i, σ(2)), . . . , (i, σ(|σ| − 1))⟩.

This string indicates theinstruction to write the stringσ on the i-th tapein the one/two-
tape model. We also use the notationwrite(i, f ) =

∪
n∈N write(i, f ↾ n) = iN ⊕ f for

any f ∈ NN.
In Part II, we are mostly interested in the degree structures ofΠ0

1 subsets of 2N. As
mentioned in Part I [29], the consistent disjunction operations are useful to study such
local degree structures.The consistency setCon(Ti)i∈I for a collection{Ti}i∈I of treesis
defined as follows.

Con(Ti)i∈I = { f ∈ (I × N)N : (∀i ∈ I )(∀n ∈ N) pri( f ↾ n) ∈ Ti}.

Then we use the following modified definitions. Fix a collection{Pi}i∈I of Π0
1 subsets

of Baire spaceNN andn ∈ ω ∪ {ω}.

1.
[`

n

]
i∈I

Pi = ⟦
∨

i∈I Pi⟧LCM[n] ∩ Con(TPi )i∈I .

2.
[`
∞
]
i∈I Pi = ⟦

∨
i∈I Pi⟧CL ∩ Con(TPi )i∈I .

HereTPi is the corresponding tree forPi for everyi ∈ I . If i ∈ {0,1}, then we simply
write P0▽nP1, P0▽ωP1, andP0▽∞P1 for these notions. In Part II, we use the following
notion.

Definition 1. Pick any∗ ∈ N∪{ω}∪{∞}. For each disjunctive notions▽∗ and collection
{Pi}i∈I of subsets ofNN, fix the corresponding treeTPi ⊆ N<N of Pi for everyi ∈ I and
we may also associate a treeT∗ with (the closure of)P0▽∗P1. Thenthe heart of P0▽∗P1

is defined byT♡∗ = {σ ∈ T∗ : (∀i ∈ I ) pri(σ) ∈ Text
Pi
}.

Note that everyσ ∈ T♡∗ is extendible inT∗, sinceT♡∗ ⊆ {σ ∈ T∗ : (∃i ∈ I ) pri(σ) ∈
Text

Pi
}.
Let LP denote the set of all leaves of the corresponding tree for a nonemptyΠ0

1 set
P (where recall that such a tree is assumed to be uniquely determined when an index
of P is given). Thenthe (non-commutative) concatenation of P and Qis defined as
follows.

P⌢Q = P∪
∪
ρ∈LP

ρ⌢Q.

We also writeTP
⌢TQ for the corresponding tree ofP⌢Q. Moreover, the commutative

concatenationP▽Q is defined as (P⌢Q)⊕(Q⌢P). Let P and{Qn}n∈N be computable col-
lection ofΠ0

1 subsets of 2N, and letρn denote the length-lexicographicallyn-th leaf of
the corresponding computable tree ofP. Then, we define theinfinitary concatenation
andrecursive meet[3] as follows:

P⌢{Qi}i∈N = P∪
∪

n

ρn
⌢Qn,

⊕
−→
i∈NQi = CPA⌢{Qi}i∈N.

10



Here,CPA is a Medvedev complete set, which consists of allcomplete consistent ex-
tensions of Peano Arithmetic. The Medvedev completeness ofCPA ensures that for
any nonemptyΠ0

1 subsetP ⊆ 2N, a computable functionΦ : CPA→ P exists.
In Part I, we studied the disjunction and concatenation operations along graphs.

For nonemptyΠ0
1 subsetsP andQ of 2N, thehyperconcatenation Q▼P of Q and Pis

defined by the iterated concatenation ofP’s along the ill-founded treeTQ, that is,

Q▼P =

∪
τ∈TQ

⊓
i<|τ|

TP
⌢⟨τ(i)⟩

 ⌢TP

 .
Note that, after writing this paper, Kihara [37] gave effective topological interpre-

tations of some of these constructions.

Remark. Recall from Section 1.3 that a corresponding tree of aΠ0
1 set is assumed to

be uniquely determined whenan index of theΠ0
1 set is given. Indeed, most of our above

definitions obviously depend on our choice of indices (hence, corresponding trees) of
givenΠ0

1 sets, that is, most of operations introduced above are defined on subtrees of
N<N rather than subsets ofNN. Although there is no effective well-defined map from
theΠ0

1 sets into the indices, it does not really matter what we chose, if we only focus
on the degree-theoretic behavior. Formally, the reader should replace the words “for
any (there exists a)Π0

1 set” in this paper with “for any (there exitsts an)index ofaΠ0
1

set”, or simply, the reader may suppose the definition of “aΠ0
1 set” to mean a structure

P consisting of a pair of aΠ0
1 setP and its indexe (or equivalently, its corresponding

treeTP). We will frequently use index-dependent definitions in order to simplify our
notations, but in each case, one can easily ensure that it cause no problems at all.
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2. Degrees of Difficulty of Disjunctions

The main objective in this section is to establish LEVEL 3 separation results among
our classes of nonuniformly computable functions by using disjunction operations in-
troduced in Part I [29, Sections 3 and 5]. We have already seen the following inequali-
ties forΠ0

1 subsetsP,Q ⊆ 2N in Part I [29, Section 5.1].

P⊕ Q ≥1
1 P∪ Q ≥1

1 P▽Q ≥1
1 P▽ωQ ≥1

1 P▽∞Q.

As observed in Part I [29, Section 4], these binary disjunctions are closely related
to the reducibilities≤1

1, ≤<ωtt,1, ≤1
<ω, ≤1

ω|<ω, and≤<ω1 , respectively. We employ rather
exotic Π0

1 sets constructed by Jockusch and Soare to separate the strength of these
disjunctions. We say that a setA ⊆ NN is an antichainif it is an antichain with respect
to the Turing reducibility≤T . In other words,f is Turing incomparable withg, for any
two distinct elementsf ,g ∈ A. A nonempty closed setA ⊆ NN is perfectif it has no
isolated point.

Theorem 2(Jockusch-Soare [35]). There exists a perfectΠ0
1 antichain in2N.

A stronger condition is sometimes required. For a setP ⊆ NN and an element
g ∈ NN, let P≤Tg denote the set of all element ofP which are Turing reducible tog.
Then, a setA ⊆ NN is antichain if and only ifA≤Tg = {g} for everyg ∈ A. A setP ⊆ NN
is independentif P≤T

⊕
D = D for every finite subsetD ⊂ P.

Theorem 3 (see Binns-Simpson [3]). There exists a perfect independentΠ0
1 subset of

2N.

On the other hand, in Section 3.1, we will see that our hierarchy of disjunctions
collapses for homogeneous sets, which may be regarded as an opposite notion to an-
tichains and independent sets.

12



2.1. The Disjunction⊕ versus the Disjunction∪
We first separate the strength of the coproduct (the intuitionistic disjunction)⊕

and the union (the classical one-tape disjunction)∪. This automatically establish the
LEVEL 3 separation result between [CT ]1

1 and [Ctt]<ω1 . Recall that a setP ⊆ NN is
specialif it is nonempty and it contains no computable points.

Lemma 4. Let P0,P1 beΠ0
1 subsets of2N, and let Q be a specialΠ0

1 subset of2N.
Assume that there exist f∈ P0 and g∈ P1 with Q≤T f⊕g = Q≤T f ∪ Q≤Tg such that Q≤T f

and Q≤Tg are separated by open sets. Then Q≰1
1 (P0 ⊗ 2N) ∪ (2N ⊗ P1).

Proof. Suppose thatQ ≤1
1 (P0 ⊗ 2N) ∪ (2N ⊗ P1) via a computable functionalΦ. Then

f ⊕ g ∈ (P0 ⊗ 2N) ∪ (2N ⊗ P1). By our choice of f and g, Φ( f ⊕ g) must belong
to Q≤T f⊕g = Q≤T f ∪ Q≤Tg. By our assumption,Q≤T f andQ≤Tg are separated by two
disjoint open setsU,V ⊆ 2N. That is,Q≤T f ⊆ U, Q≤Tg ⊆ V, andU ∩V = ∅. Therefore,
eitherΦ( f ⊕ g) ∈ Q∩ U orΦ( f ⊕ g) ∈ Q∩ V holds. In any case, there exists an open
neighborhood [σ] ∋ Φ( f ⊕g) such that [σ] ⊆ U or [σ] ⊆ V. Without loss of generality,
we can assume [σ] ⊆ U. We pick initial segmentsτ0 ⊂ f andτ1 ⊂ g with Φ(τ0⊕ τ1) ⊇
σ. Then (τ0

⌢0N)⊕ g ∈ (P0⊗ 2N)∪ (2N ⊗P1), and it is Turing equivalent tog. However
this is impossible becauseΦ(τ0

⌢0N ⊕ g) ∈ [σ], and [σ] ∩ Q≤Tg ⊆ U ∩ Q≤Tg = ∅. □

Corollary 5. 1. There areΠ0
1 sets P,Q ⊆ 2N such that P∪ Q <1

1 P⊕ Q.
2. There areΠ0

1 sets P,Q ⊆ 2N such that P≡<ωtt,1 Q and P<1
1 Q.

Proof. (1) Let R be a perfect independentΠ0
1 subset of 2N. Set P = 2N ⊗ R and

Q = R⊗ 2N. Note thatP⊕ Q ≡1
1 R. Pick f ,g ∈ R such thatf , g. ThenR≤T f = { f },

R≤Tg = {g}, andR≤T f⊕g = R≤T f ⊔ R≤Tg = { f , g}. Since 2N is Hausdorff, two points
f andg are separated by open sets. Thus,P ⊕ Q ≡1

1 R ≰1
1 P ∪ Q by Lemma 4. (2)

P⊕ Q ≡<ωtt,1 P∪ Q <1
1 P⊕ Q. □

Remark. One can adopt the unit interval [0,1] as our whole space instead of Cantor
space 2N. Then,P0 † P1 := (P0 × [0,1]) ∪ ([0,1] × P1) is connected as a topological
space. IfP0 ⊆ [0,1] is homeomorphic to Cantor space, then the connected space
P0 † P0 is sometimes calledthe Cantor tartan. The above proof shows that every
perfect independentΠ0

1 setR⊆ [0,1] is not (1,1)-reducible to the obtained tartanR†R,
while these sets are (< ω, 1)-tt-equivalent. Note that the tartan plays an important role
on the constructive study of Brouwer’s fixed point theorem (see [10]).

2.2. The Disjunction∪ versus the Disjunction▽

We next separate the strength of the union∪ and the concatenation (the LCM dis-
junction with mind-change-bound 2)▽. Moreover, we also see the LEVEL 3 separation
between [Ctt]<ω1 and [CT ]1

<ω.

Lemma 6. Let P0,P1 beΠ0
1 subsets of2N, and let Q be a specialΠ0

1 subset of2N.
Assume that there exist f∈ P0 and g ∈ P1 such that any h∈ Q≤T f and Q≤Tg are
separated by open sets. Then Q≰1

1 P0
⌢P1.
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Proof. Suppose thatQ ≤1
1 P0

⌢P1 via a computable functionalΦ. By our choice of
f ∈ P0 ⊆ P0

⌢P1, there must exist an open setU ⊆ 2N such thatΦ( f ) ∈ Q ∩ U and
Q≤Tg ∩ U = ∅. SinceU is open there exists a clopen neighborhood [σ] ∋ Φ( f ) such
that [σ]∩Q ⊆ U. We pick an initial segmentτ ⊂ f with Φ(τ) ⊇ σ. Sincef ∈ P0 holds,
we have thatτ ∈ TP0, and we pickρ ∈ LP0 extendingτ. Thenρ⌢g ∈ P0

⌢P1, andρ⌢g
is Turing equivalent tog. So, if Q ≤1

1 P0
⌢P1 viaΦ, thenΦ(ρ⌢g) must belong toQ≤Tg.

However this is impossible becauseΦ(ρ⌢g) ∈ [σ], and [σ]∩Q≤Tg ⊆ U∩Q≤Tg = ∅. □

Corollary 7. There areΠ0
1 sets P,Q ⊆ 2N such that P⌢Q <1

1 P∪ Q <1
1 P⊕ Q.

Proof. Assume thatR be a perfectΠ0
1 antichain of 2N. Set P = 2N ⊗ R and Q =

R⊗ 2N. Pick f ,g ∈ R such thatf , g. ThenR≤T f = { f } andR≤Tg = {g} sinceR is
antichain. Therefore, (P ∪ Q)≤T X ⊆ ({X} ⊗ 2N) ∪ (2N ⊗ {X}) for eachX ∈ { f ,g}. For
h = h0⊕h1 ∈ (P∪Q)≤T f , we haveh0 , g andh1 , g. Thus,h < (2N ⊗ {g})∪ ({g} ⊗2N),
and note that (2N ⊗ {g}) ∪ ({g} ⊗ 2N) is closed. Then, there is an open neighborhood
U ⊆ 2N such thath ∈ U and U ∩ (P ∪ Q)≤Tg = ∅, sinceP ∪ Q is regular, and
(P∪ Q)≤Tg ⊆ (2N ⊗ {g}) ∪ ({g} ⊗ 2N). Namely, anyh ∈ (P∪ Q)≤T f and (P∪ Q)≤Tg are
separated by some open set. Consequently, by Lemma 6, we haveP∪ Q ≰1

1 P⌢Q. □

One can establish another separation result for the concatenation. Recall from [12]
that a closed setP ⊆ NN is immuneif Text

P contains no infinite c.e. subset. In [12] it
is shown that the class of non-immuneΠ0

1 subsets of Cantor space is downward closed
in the Medvedev degreesP1

1. This property also holds in a coarser degree structure. In
Part I [29, Section 2.4] we have seen thatP<ωtt,1 is an intermediate structure betweenP1

1

andP1
<ω.

Lemma 8. Let P and Q beΠ0
1 subsets of2N. If P is not immune, and Q≤<ωtt,1 P, then Q

is not immune.

Proof. Let V be an infinite c.e. subset ofText
P . Assume thatQ ≤<ωtt,1 P holds vian truth-

table functionals{Γi}i<n. Note that every functionalΓi can be viewed as a computable
monotone function from 2<ω into 2<ω. Let Vk be the c.e. setV ∩∩i<k Γ

−1
i [2<ω \ Text

P ]
for eachk ≤ n. By our assumption,Vn is finite, since otherwise the tree generated from
V has an infinite pathf such thatΦi( f ) < P for everyi < n. Let k be the least number
such thatVk+1 is finite. Then,Γk[Vk] is an infinite c.e. set, andΓk[Vk] is included inText

P
except for finite elements. □

Corollary 9. There areΠ0
1 sets P,Q ⊆ 2N such that Q<<ωtt,1 P ≡1

<ω Q.

Proof. Let P be an immuneΠ0
1 subset of 2N. Put Q = P⌢P. As seen in Part I [29,

Section 4], we haveQ ≤1
1 P ≡1

<ω Q. Then,Q is not immune sinceText
Q includes an

infinite computable subsetTP. Hence,P ≰<ωtt,1 Q by Proposition 8. □

We have introduced two concatenation operations⌢ and▽, while there are several
other concatenation-like operations (see Duparc [22]). ForΠ0

1 setsP andQ, let P→Q
and P⊓Q denote [{σ⌢♯⌢τ : σ ∈ TP & τ ∈ TQ}] and [{σ⌢τ : σ ∈ TP & τ ∈ TQ}],
respectively. (Note that these definitions are also index-dependent, and recall that the
final remark in Section 1.4.2.) As seen in Part I [29, Proposition 53], we haveP⌢Q ≡1

1
P→Q. However, there is a (1,1)-difference betweenP⌢Q andP⊓Q.
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Proposition 10. There areΠ0
1 sets P,Q ⊆ 2N such that P⊓Q <1

1 P⌢Q.

Proof. It is easy to see thatP⊓Q ≤1
1 P→Q for anyΠ0

1 setsP,Q ⊆ NN. Let R ⊆ 2N

be aΠ0
1 antichain. Then we divideR into four parts,P0, P1, P2, andP3. PutP = P3,

andQ = (⟨0,1⟩⌢P2
⌢P0) ∪ (⟨1⟩⌢P2

⌢P1). Without loss of generality, we may assume
that ⟨0⟩ ∈ TP. Suppose thatP→Q ≤1

1 P⊓Q via a computable functionΦ. Choose
g ∈ P2. Then we have⟨0,1⟩⌢g ∈ P⊓Q. Therefore,Φ(⟨0,1⟩⌢g) ∈ P→Q must contain
♯, sinceP = P3 has no element computable ing ∈ P2. Thus, there isn ∈ N such
thatΦ(⟨0,1⟩⌢(g ↾ n)) contains⟨♯, i⟩ as a substring for somei < 2. Fix suchi. Then,
Φ(⟨0,1⟩⌢(g ↾ n)) ∈ P→(Q ∩ [⟨i⟩]). We extendg ↾ n to some leafρ of P2. Choose
hk ∈ Pk for eachk < 2. Then,⟨0,1⟩⌢ρ⌢h0 ∈ Q ⊆ P⊓Q, and⟨0,1⟩⌢ρ⌢h1 ∈ ⟨0⟩⌢Q ⊆
P⊓Q. Thus,Φ(⟨0,1⟩⌢ρ⌢hk) must belongs toP→(Q ∩ [⟨i⟩]), for eachk < 2. However
P→(Q∩ [⟨i⟩]) has no element computable in⟨0,1⟩⌢ρ⌢h1−i . A contradiction. □

Proposition 11. P⊓Q ≡1
ω P⌢Q holds for everyΠ0

1 sets P,Q ⊆ NN.

Proof. It suffices to show thatP→Q ≤1
ω P⊓Q. Given f ∈ P⊓Q, our learnerΨ first

guesses thatf is also a correct solution toP→Q. If f ↾ n < TP happens, we know that
( f ↾ m)⌢♯⌢ f↼m ∈ P→Q for somem ≤ n, where note thatf = ( f ↾ m)⌢ f↼m holds
for eachm ∈ N. Thus, the learnerΨ can guess a correct numberm ≤ n such that
( f ↾ m)⌢♯⌢ f↼m ∈ P→Q with at mostn mind-changes. □

2.3. The Disjunction▽ versus the Disjunction▽ω
Let Ψ be a learner (i.e., a total computable functionΨ : N<N → N). A point

α ∈ NN is said to bean m-changing point ofΨ if #mclΨ(α) ≥ m. Then, the set of all
m-changing points2 of Ψ is denoted bymcΨ(≥ m). A point α ∈ NN is anti-Popperian
with respect toΨ if lim nΨ(α ↾ n) converges, butΦlimnΨ(α↾n)(α) is partial3. The set of
all anti-Popperian points ofΨ is denoted by APΨ.

Remark (Trichotomy). Let Γ be a (1, ω)-computable function identified by a learner
Ψ, and letP be any subset of Baire spaceNN. ThenNN \ Γ−1(P) is divided into the
following three parts: the setΓ−1(NN \ P); theΣ0

2 set APΨ; and theΠ0
2 set

∩
m∈N mcΨ(≥

m).

We say thatP0 andP1 areeverywhere(ω,1)-incomparableif P0∩ [σ0] is Muchnik
incomparable withP1∩[σ1] (that is,Pi∩[σi ] ≰ω1 P1−i∩[σ1−i ] for eachi < 2) whenever
[σi ] ∩ Pi , ∅ for eachi < 2.

2The set ofm-changing points is closedly related to them-th derived set obtained from the notion of dis-
continuity levels ([19, 26, 27, 40]). See also Part I [29, Section 5.3] for more information on the relationship
between the notion of mind-changes and the level of discontinuity.

3In the sense of the identification in the limit [24], the learnerΨ is said to be Popperian ifΦΨ(σ)(∅) is
total for everyσ ∈ N<N such thatΨ(σ) is defined. This definition indicates that, given any sequenceα ∈ NN,
if the learner makes an incorrect guessΦΨ(α↾s)(∅) , α at stages, the leaner will eventually find his mistake
ΦΨ(α↾s)(∅; n) ↓, α(n). In our context, the learner shall be called Popperian if given any falsifiable (i.e.,Π0

1)
mass problemQ and any sequenceα ∈ NN, the incorrectnessΦΨ(α↾s)(α) < Q impliesΦΨ(α↾s)(α) ↾ n ↓< TQ

for somen ∈ N. Every anti-Popperial point ofΨ witnesses thatΨ is not Popperian.
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Theorem 12. Let P0,P1 be everywhere(ω,1)-incomparableΠ0
1 subsets of2N, andρ

be any binary string. For any(1, ω)-computable functionΓ identified by a learnerΨ,
the closure ofmcΨ(≥ m)∪Γ−1(NN \P0⊕P1)∪APΨ includesρ⌢(P0▽nP1)♡ with respect
to the relative topology onρ⌢(P0▽m+nP1)♡ (as a subspace of Baire spaceNN).

Proof. Fix a stringρ⌢τ0 which is extendible in the heart ofρ⌢(P0▽nP1). Then,pri(τ0)
must be extendible inPi . Fix fi ∈ Pi ∩ [pri(τ0)] witnessingP1−i ≰

ω
1 Pi for each

i < 2, i.e., P1−i contains nofi-computable element. Suchfi exists, by everywhere
(ω,1)-incomparability. Assume thatfi = pri(τ0)⌢ f ∗i for eachi < 2 and that the last
declaration alongτ0 is j0, i.e.,τ0 = τ

−
0
⌢( j0, k) for somek < 2. Then we can proceed

the following actions.

• Extendτ0 to g0 = τ0
⌢write( j0, f ∗j0) ∈ ρ

⌢(P0▽nP1).

• Wait for the leasts0 > |τ0| such thatΦΨ(g0↾s0)(g0 ↾ s0; 0) = j0.

• Extendg0 ↾ s0 to g1 = (g0 ↾ s0)⌢write( j1, f ∗j1) ∈ ρ
⌢(P0▽n+1P1), where j1 =

1− j0.

• Wait for the leasts1 > s0 such thatΦΨ(g1↾s1)(g1 ↾ s1; 0) = 1− j0.

If both s0 and s1 are defined, then this action forces the learnerΨ to change his
mind. In other words,g1 ∈ mcΨ(≥ 1). Assume thatsl is undefined for somel < 2 Note
that gl ≡T f j l , sincepr j l (gl) = f j l andpr1− j l (gl) is finite, for eachl < 2. Therefore,
Γ(gl) < (1 − j l)⌢P1− j l sinceP1− j l has nogl-computable element. In this case,gl ∈
Γ−1(NN \ P0 ⊕ P1). Hence, inρ⌢(P0▽n+1P1)♡, the closure ofmcΨ(≥ 1) ∪ Γ−1(NN \
P0⊕ P1)∪APΨ includesρ⌢(P0▽nP1)♡. By iterating this procedure, inρ⌢(P0▽m+nP1)♡,
we can easily see that the closure ofmcΨ(≥ m) ∪ Γ−1(NN \ P0 ⊕ P1) ∪ APΨ includes
ρ⌢(P0▽nP1)♡. □

Corollary 13.

1. There existsΠ0
1 sets P,Q ⊆ 2N such that P▽ωQ <1

<ω P▽Q.
2. There existsΠ0

1 sets P,Q ⊆ 2N such that P≡1
ω|<ω Q and P<1

<ω Q.

Proof. (1) Let P be a perfectΠ0
1 antichain in 2N of Theorem 2. Fix a clopen setC

such thatP0 = P ∩ C , ∅, andP1 = P \ C , ∅. Then everyf ∈ P0 andg ∈ P1

are Turing incomparable. Therefore,P0 andP1 are everywhere (ω, 1)-incomparable.
Let ρn denote then-th leaf of the treeTCPA of a Medvedev completeΠ0

1 setCPA ⊆
2N. Fix a (1,m)-computable functionΓ identified by a learnerΨ. By Theorem 12,
ρm+1

⌢(P0▽m+1P1) intersects withmcΨ(≥ m + 1) ∪ Γ−1(ωω \ P0 ⊕ P1). Thus, P0 ⊕
P1 ≰

1
<ω

⊕ −→
n (P0▽nP1). Additionally, we easily haveP0▽ωP1 ≤1

<ω

⊕ −→
n (P0▽nP1).

(2) P =
⊕ −→

n (P0▽nP1) andQ = P0 ⊕ P1 areΠ0
1. □

2.4. The Disjunction▽ω versus the Disjunction▽∞
By the similar argument, we can separate the strength of the concatenation▽ω and

the classical disjunction▽∞.
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P⊕ Q

P∪ Q

P▽Q

P▽ωQ

P▽∞Q

id
,,YYYYYYYY

(<ω,1)-truth-table

llYYYYYYYY

�(1,1)-computable
vv

id
,,YYYYYYYY

(1,<ω)-computable

llYYYYYYYY

�(1,1)-computable
vv

id
,,YYYYYYYY

(1,ω|<ω)-computable

llYYYYYYYY

�(1,<ω)-computable
vv

id
,,YYYYYYYY

(<ω,1)-computable

llYYYYYYYY

�(1,ω)-computable
vv

Figure 1: The two-tape (bounded-errors) model of disjunctions for independentΠ0
1 setsP,Q ⊆ 2N.

Theorem 14. Let P0,P1 be everywhere(ω, 1)-incomparableΠ0
1 subsets of2N. For any

(1, ω)-computable functionΓ, the complement ofΓ−1(P0 ⊕ P1) is dense in(P0▽∞P1)♡

(as a subspace of Baire spaceNN).

Proof. Fix a learnerΨ which identifies the (1, ω)-computable functionΓ. Fix any
clopen set [τ] intersecting with the heart of (P0▽∞P1). Assume that [τ] ∩ (P0▽∞P1)♡

contains no element ofΓ−1(NN \ P0 ⊕ P1) ∪ APΨ. By Theorem 12,mcΨ(≥ n) is dense
and open in the heart of (P0▽∞P1) ∩ [τ] = τ⌢((P0 ∩ [pr0(τ)])▽∞(P1 ∩ [pr1(τ)])). As
[τ] ∩ (P0▽∞P1)♡ is Π0

1, the intersection
∩

n∈N mcΨ(≥ n) is dense in [τ] ∩ (P0▽∞P1)♡,
by Baire Category Theorem. Hence,NN \ Γ−1(P0 ⊕ P1) intersects with any nonempty
clopen set [τ] with [τ] ∩ (P0▽∞P1)♡ , ∅. □

Corollary 15.

1. There existΠ0
1 sets P,Q ⊆ 2N such that P≡<ω1 Q holds but Q≰1

ω P holds.
2. There existΠ0

1 sets P,Q ⊆ 2N such that P≡<ωω Q holds but P<1
ω Q holds.

Proof. Let P be a perfectΠ0
1 antichain in 2N of Theorem 2. Fix a clopen setC such

that P0 = P ∩ C , ∅, andP1 = P \ C , ∅. ThenP0 andP1 are everywhere (ω,1)-
incomparable. Fix a (1, ω)-computable functionΓ identified by a learnerΨ. By Theo-
rem 14,NN \ (P0 ⊕ P1) is dense in (P0▽∞P1)♡. ForΠ0

1 setsP0,P1 ⊆ 2N, bothP0▽∞P1

andP0 ⊕ P1 areΠ0
1, andP0▽ωP1 ≤1

1 P0 ⊕ P1. □

2.5. The Disjunction
⊕

versus the Disjunctioǹ ∞
By the similar argument, we can separate infinitary disjunctions. A sequence{xi}i∈N

of elements ofNN is Turing independentif xi is not computable in
⊕

j,i x j for each

i ∈ N. A collection{Pi}i∈I of subsets ofNN is pairwise everywhere independentif, for
any collection{[σi ]}i∈I of clopen sets withPi ∩ [σi ] , ∅ for eachi ∈ I , there is a choice
{xi}i∈I ∈

∏
i∈I (Pi ∩ [σi ]) such thatPi has no element computable in

⊕
j∈I\{i} x j for each

i ∈ I .

Theorem 16. Let {Pi}i<2t be a pairwise everywhere independent collection ofΠ0
1 sub-

sets of2N, and letρ be any binary string. For any(t, ω)-computable functionΓ, the
complement ofΓ−1(P0 ⊕ · · · ⊕ P2t−1) is dense in the heart ofρ⌢(P0▽∞ . . .▽∞P2t−1) (as
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a subspace of Baire spaceNN). Indeed, for any nonempty interval I in the heart of
ρ⌢(P0▽∞ . . .▽∞P2t−1), there is g∈ ρ⌢(P0▽∞ . . .▽∞P2t−1)♡ ∩ I \ Γ−1(P0 ⊕ · · · ⊕ P2t−1)
which is computable in some g∗ ∈

⊗
k<2t−1 Pk.

Proof. Assume that the (t, ω)-computable functionΓ is identified by a team{Ψi}i<t of
learners. Fix a stringρ⌢τ0 which is extendible in the heart ofρ⌢(P0▽∞ . . .▽∞P2t−1).
Then,pri(τ0) must be extendible inPi for eachi < 2t. Fix { fi}i<2t ∈∏i<2t (Pi∩[pri(τ0)])
witnessing the independence of{Pi}i<2t , i.e., Pi contains no

⊕
j,i f j-computable ele-

ment. Assume thatfi = pri(τ0)⌢ f ∗i for eachi < 2t and that the last declaration along
τ0 is j0 < 2t, i.e.,τ0 = τ

−
0
⌢( j0, k) for somek < 2. Fix a computable functionδ mapping

j < 2t to a unique binary stringδ( j) satisfying j =
∑t−1

e=0 2e · δ( j; e). Let Ee
k denote the

set{ j < 2t : δ( j; e) = k}. Then we can proceed the following actions.

• Extendτ0 to g0 = τ0
⌢write( j0, f ∗j0) ∈ ρ

⌢(P0▽∞ . . .▽∞P2t−1).

• Wait for the leasts0 > |τ0| such thatΦΨe(g0↾s0)(g0 ↾ s0; 0) ∈ Ee
δ( j0;e) for some

e< 2t.

• If such s0 exists, then enumerate all suche < 2t into an auxiliary set Ch0, and
defineδ( j1) as follows:

δ( j1; e) =

δ( j0; e) if e < Ch0,

1− δ( j0; e) if e ∈ Ch0.

• Extendg0 ↾ s0 to g1 = (g0 ↾ s0)⌢write( j1, f ∗j1) ∈ ρ
⌢(P0▽∞ . . .▽∞P2t−1), where

j1 =
∑t−1

e=0 2e · δ( j1; e).

These actions force each learnerΨe with e ∈ Ch0 to change his mind whenever the
learnerΨe want to have an element of

⊕
i<2t Pi . Fix u ∈ N. Assume thatju, gu, su,

and Chu has been already defined, and the following induction hypothesis at stageu is
satisfied.

• pre(gu) ⊆ fe for anye< 2t, hence,gu ∈ ρ⌢(P0▽∞ . . .▽∞P2t−1)♡ ∩ [ρ⌢τ0].

• {sv}v≤u is strict increasing, and Chu , ∅.

• For eache ∈ Chu, if ΦΨe(gu↾su)(gu ↾ su; 0) converges to some valuek < 2t, then
k ∈ Ee

δ( ju;e)

It is easy to see thatu = 0 satisfies the induction hypothesis. At stageu + 1 ∈ N,
we proceeds the following actions.

• Defineδ( ju+1) as follows:

δ( ju+1; e) =

δ( ju; e) if e < Chu,

1− δ( ju; e) if e ∈ Chu.

• Extendgu ↾ su to gu+1 = (gu ↾ su)⌢write( ju+1, f (u+1)
ju+1

), where ju+1 =
∑t−1

e=0 2e ·
δ( ju+1; e), and f u+1 satisfiespr ju+1

(gu+1) = pr ju+1
(gu ↾ su)⌢ f (u+1)

ju+1
= ρ⌢ f ju+1.
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• Wait for the leastsu+1 > su such thatΦΨe(gu+1↾su+1)(gu+1 ↾ su+1; 0) ∈ Ee
δ( ju+1;e) for

somee< 2t.

• If suchsu+1 exists, then enumerate all suche< 2t into Chu+1,

By our action, it is easy to see thatu+ 1 satisfies the induction hypothesis. As the
setρ⌢(P0▽∞ . . .▽∞P2t−1)♡ is closed (with respect to the Baire topology) and{su}u∈N is
strictly increasing, the sequence{gu}u∈N converges to someg ∈ ρ⌢(P0▽∞ . . .▽∞P2t−1)♡.
Let I (g) ⊆ 2t be the set of alle< 2t such thatpre(g) is total.

Claim. g ≤T

⊕
e∈I (g) fe.

Note thatg = g[ f0, . . . , f2t−1] is effectively constructed uniformly in a given col-
lection{ fk}k<2t . In other words, there is a (uniformly) computable functionΘ mapping
{ fk}k<2t toΘ({ fk}k<2t ) = g = g[ f0, . . . , f2t−1]. Then, it is easy to see that the functionΘ
maps{ fe}e∈I (g)∪{pre(g)⌢0N}e∈2t\I (g) to g. Hence,g ≤T

⊕
e∈I (g) fe⊕

⊕
e∈2t\I (g) pre(g)⌢0N.

Therefore,g ≤T

⊕
e∈I (g) fe as desired, sincepre(g)⌢0N is computable for anye ∈

2t \ I (g).

Let Γe denote the (1, ω)-computable function identified byΨe, that is,Γe(α) =
ΦlimnΨ(α↾n)(α) for anyα ∈ NN. We consider the following two cases.

Case 1(e ∈ Chu for finitely manyu ∈ N). Fix u such thate < Chv for any v > u.
For eachv > u, ΦΨe(g↾su)(g ↾ su; 0) does not converges to an element ofEe

δ( jv;e) =

Ee
δ( ju;e). By our definition, for eachk < Ee

δ( ju;e), prk(g) ⊂ ρ⌢ fk is finite. By previous

claim, g ≤T

⊕
e,k fe. Thus, by independence,Pk has nog-computable element. If

ΦΨe(g↾su)(g ↾ su; 0) ↑ for any u ∈ N, theng ∈ APΨe. If lim nΨe(g ↾ n) does not
converge, theng ∈ ∩m∈N mcΨe(≥ m). Otherwise,ΦlimnΨe(g↾n)(g; 0) converges to some
valuek < Ee

δ( ju;e). As ΦlimnΨe(g↾n)(g) is g-computable, we seeΦlimnΨe(g↾n)(g) < k⌢Pk.

Consequently,g ∈ NN \ Γ−1
e (
⊕

k<2t Pk).

Case 2(e ∈ Chu for infinitely many u ∈ N). We enumerate an infinite increas-
ing sequence{u[n]}n∈N, whereu[n] is the n-th element such thate ∈ Chu. As e ∈
Chu[n] , we haveΦΨe(g↾u[n])(g ↾ u[n]; 0) ∈ Ee

δ( ju[n] ;e). By our action,δ( ju[n+1]; e) =
δ( ju[n]+1; e) , δ( ju[n] ; e). This impliesEe

δ( ju[n+1];e) ∩ Ee
δ( ju[n] ;e) = ∅. However, we must

haveΦΨe(g↾u[n+1])(g ↾ u[n + 1]; 0) ∈ Ee
δ( ju[n+1];e), sincee ∈ Chu[n+1]. This forces the

learnerΨe to change his mind. By iterating this procedure, we eventually obtain
g ∈ ∩m∈N mcΨe(≥ m).

Consequently,g ∈ ∩e∈N(NN \ Γ−1
e (
⊕

k<2t Pk)). Thus,g ∈ NN \ Γ−1
e (
⊕

k<2t Pk). For
anyτ0 such thatρ⌢τ0 which is extendible in the heart ofρ⌢(P0▽∞ . . .▽∞P2t−1), we can
construct suchg extendingτ0. Therefore,NN \Γ−1

e (
⊕

k<2t Pk) intersects any nonempty
interval inρ⌢(P0▽∞ . . .▽∞P2t−1)♡. In other words,NN \ Γ−1

e (P0 ⊕ · · · ⊕ P2t−1) is dense
in ρ⌢(P0▽∞ . . .▽∞P2t−1)♡ as desired. □

The following theorem by Jockusch-Soare [35, Theorem 4.1] is important.

Theorem 17 (Jockusch-Soare [35]). There is a computable sequence{∏n Pi
n}i∈N of

nonempty homogeneousΠ0
1 subsets of2N such that{xi}i∈N is Turing independent for

any choice xi ∈
∏

n Pi
n, i ∈ N.
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Clearly any suchΠ0
1 set contains no element of aPA degree, a Turing degree of

a complete consistent extension of Peano Arithmetic. Accordingly, every element of
such aΠ0

1 set computes no element of a Medvedev completeΠ0
1 setCPA.

Corollary 18. There areΠ0
1 sets Pn ⊆ 2N, n ∈ N, such that

⊕ −→
t (P0▽∞ . . .▽∞Pt) <<ωω⊕ −→

t Pt.

Proof. Fix the computable sequence{Pi}i∈N of Theorem 17. Then{Pi}i∈N is pair-
wise everywhere independent. Assume that

⊕ −→
t Pt ≤<ωω

⊕ −→
t (P0▽∞ . . .▽∞Pt) via a

(t, ω)-computable functionΓ. Letρn denote then-th leaf of the treeTCPA of a Medvedev
completeΠ0

1 subset of 2N. By Theorem 16,Γ−1(
∪

k<2t ρk
⌢Pk) is dense in the heart of

ρ2t
⌢(P0▽∞ . . .▽∞P2t−1). In particular, there isg ∈ ρ2t

⌢(P0▽∞ . . .▽∞P2t−1) such that
Γ(g) <

∪
k<2t ρk

⌢Pk which is computable in someg∗ ≤T

⊗
k<2t Pk. By our choice of

{Pi}i∈N, Γ(g) computes no element of
∪

k≥2t Pk ∪ CPA. Thus,Γ(g) <
⊕ −→

t Pt. □

Corollary 19.

1. There exists a computable sequence{Pn}n∈N of Π0
1 subsets of Cantor space2N,

such that the condition
[`
∞
]
n Pn <

<ω
ω

⊕
n Pn is satisfied.

2. There existΠ0
1 sets P,Q ⊆ 2N such that P≡ω1 Q holds but P<<ωω Q holds.

Proof. (1) By Corollary 18. the condition
[`
∞
]
n Pn ≤1

1

⊕ −→
t (P0▽∞ . . .▽∞Pt) <<ωω⊕ −→

t Pt ≤1
1

⊕
n Pn is satisfied. (2) PutP =

[`
∞
]
n Pn ≤1

1

⊕ −→
t (P0▽∞ . . .▽∞Pt) and

Q =
⊕ −→

t Pt. ThenP andQ are (1,1)-equivalent toΠ0
1 subsets as seen in Part I [29,

Section 5.2]. By Theorem 18,P <<ωω Q, andQ ≡ω1 P as seen in Part I [29, Sections 4
and 5.2]. □

3. Contiguous Degrees and Dynamic Infinitary Disjunctions

3.1. When the Hierarchy Collapses
We have already observed the following hierarchy, for pairwise independentΠ0

1
setsP,Q ⊆ 2N.

P⊕ Q >1
1 P∪ Q >1

1 P▽Q >1
<ω P▽ωQ >1

ω|<ω P▽∞Q ≡<ω1 P⊕ Q.

Homogeneityis an opposite notion of antichain (and independence). Recall that
S ⊆ NN is homogeneousif S =

∏
n Sn for someSn ⊆ N, n ∈ N. Every antichain is

degree-non-isomorphic everywhere. On the other hand, every homogeneous setS is
degree-isomorphic everywhere, that is to say,S ∩C is degree-isomorphic toS ∩ D for
any clopen setsC,D ⊆ NN with S ∩C , ∅ and withS ∩ D , ∅4.

The next observation is that every finite-piecewise computable method of solving a
homogeneousΠ0

1 mass problem can be refined by a finite-(Π0
1)2-piecewise computable

method. That is to say, our hierarchy between≤1
<ω and≤<ω1 collapses for homogeneous

Π0
1 sets, modulo the (1, < ω)-equivalence.

4An anonymous referee pointed out that the notion of degree-isomorphic everywhere is related to the no-
tion of fractal in the study of Weihrauch degrees [9, 53]. The (reverse) lattice embeddingd of the Medvedev
degrees into the Weihrauch degrees has the property that a subsetP of Baire space is degree-isomorphic
everywhere if and only ifd(P) is a fractal.
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Theorem 20. For every homogeneousΠ0
1 set S ⊆ NN and for any set Q⊆ NN, if

S ≤<ω1 Q then S≤1
<ω Q.

Proof. Let S =
∏

x Fx for someΠ0
1 setsFx ⊆ N. AssumeS ≤<ω1 Q via the bound

b. That is, for everyg ∈ Q there exists an indexe < b such thatΦe(g) ∈ S. Let us
begin defining a learnerΨ who changes his mind at most finitely often. Fixg ∈ Q. The
learnerΨ first setsA0 = {e ∈ N : e < b}. By our assumption, we haveΦe(g) ∈ S for
somee ∈ A0. Then the learnerΨ challenges to predict the solution algorithme < b
such thatΦe(g) ∈ S by using an observationg ∈ Q. He begins the 1-st challenge. On
the(s+ 1)-th challenge ofΨ, inductively assume that, the learner have already defined
a setAs ⊆ A0. Let v be a stage at which thes+ 1-th challenge ofΨ ong begins. In this
challenge, the learnerΨ uses the two following computable functionalsΓ and∆.

• For a given argumentx, Γ(x, s+1) outputs the least⟨e(x), t(x)⟩ such thate(x) ∈ As

andΦe(x)(g ↾ t(x); x) ↓ if such⟨e(x), t(x)⟩ exists.

• If Γ(x, s+ 1) = ⟨e(x), t(x)⟩, then∆(g; x, s+ 1) = Φe(x)(g ↾ t(x); x).

Set∆s+1(g; x) = ∆(g; x, s+ 1). Clearly, an indexd(s+ 1) of∆s+1 is calculated from
s+ 1. Then the learnerΨ(g ↾ v) outputsd(s+ 1) on the (s+ 1)-th challenge. Hence
ΦΨ(g↾v)(g; x) = Φd(s+1)(g; x) = Φe(x)(g ↾ t(x); x) for any x. He does not change his
mind until the beginning stagev′ of the next challenge, i.e.,ΦΨ(g↾v′′)(g) = ΦΨ(g↾k)(g)
for k ≤ v′′ < v′. The next challengemight begin when it turns out thatΨ’s prediction
on his (s+ 1)-th challenge is incorrect, namely:

• ΦΨ(g↾v)(g ↾ u) ↾ n < TS,u for somen < u at some stageu > v.

HereTS is a corresponding computable tree ofS. For eachx ∈ N, fix a decreasing
approximation{Fx,s}s∈N of a Π0

1 set Fx ⊆ {0, 1}, uniformly in x. In this case, there
existsx < n such that the following condition holds.

ΦΨ(g↾v)(g ↾ u; x) = ∆s+1(g; x) = Φe(x)(g; x) < Fx,s.

For such a leastx, the learner removese(x) from As, that is, letAs+1 = As \ {e(x)}.
If As+1 , ∅ then the learnerΨ beginsthe (s+ 2)-th challengeat the current stageu.
The construction of the learnerΨ is completed. An important point of this construction
is that the learner never uses an index rejected on some challenge. This makes the
prediction ong ∈ Q of the learnerΨ converge.

Claim. Ψ changes his mind at mostb times.

WheneverΨ changes,As must decrease. However #A0 = b.

Claim. For everyg ∈ Q it holds thatΦlimsΨ(g↾s)(g) ∈ S.

For g ∈ Q, let Bg ⊆ A0 be the set of alle ∈ A0 such thatΦe(g) ∈ S =
∏

x Fx. By
the definition ofA0, clearly Bg is not empty. Moreover,Bg ⊆ ∩s As holds, sincee is
removed from

∩
s As only whenΦe(g; x) < Fx for somex. Thus,ΦΨ(g↾v)(g) : N → N

is total for every stagev. This means that, ifΦΨ(g↾v)(g) < S, then the learnerΨ will
know his mistake at some stageu, i.e.,ΦΨ(g↾v)(g ↾ u; x) < Fx,u for somex < u. Then
some index is removed from

∩
s As. However, this occurs at mostb times. Thus,

ΦlimsΨ(g↾s)(g) ∈ S. □
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Let α, β, γ ∈ {1, < ω, ω}. We say that a (α, β|γ)-degreea of a nonemptyΠ0
1 subset

of 2N is (α, β|γ)-completeif b ≤ a for every (α, β|γ)-degreeb of a nonemptyΠ0
1 subset

of 2N. If a Π0
1 setP ⊆ 2N has an (α, β|γ)-complete (α, β|γ)-degree, then it is also called

(α, β|γ)-complete.

Corollary 21. A Π0
1 subset of2N is (1, < ω)-complete if and only if it is(1, ω| < ω)-

complete if and only if it is(< ω, 1)-complete.

Proof. Let DNR2 denote the set of all two-valued diagonally noncomputable functions,
where a functionf : N→ 2 isdiagonally noncomputableif f (e) , Φe(e) for any index
e. This set is clearly homogeneous, andΠ0

1. Moreover, it is (1, 1)-complete (hence
(α, β|γ)-complete for anyα, β, γ ∈ {1, < ω, ω}). Therefore, we can apply Theorem 20
with S = DNR2. □

Corollary 22. There areΠ0
1 sets P,Q ⊆ 2N such that P⊕ Q ≡1

<ω P▽∞Q. Indeed, if P
is homogeneous and Q≡1

1 P, then P⊕ Q ≡1
<ω P▽∞Q is satisfied.

Proof. Let P be any homogeneousΠ0
1 subset of 2N. ThenP⊕ P is also homogeneous.

As seen in Part I [29, Section 4], there is a (2,1)-computable function fromP▽∞P to
P ⊕ P, henceP ⊕ P ≤<ω1 P▽∞P. Thus, by Theorem 20,P ⊕ P ≤1

<ω P▽∞P. Recall
from Part I [29, Proposition 38] thatQ ≡1

1 P impliesP▽∞P ≡1
1 P▽∞Q. Hence,Q ≡1

1 P
impliesP⊕ Q ≡1

1 P⊕ P ≤1
<ω P▽∞P ≡1

1 P▽∞Q. □

It is natural to ask whether our hierarchy of disjunctive notions for homogeneous
Π0

1 sets also collapsesmodulo the(1,1)-equivalence. The answer isnegative. We say
that a homogeneous set

∏
n Fn is computably boundedif there is a computable function

l : N → N such thatFn ⊆ {0, . . . , l(n)} for any n ∈ N. Clearly, every homogeneous
subset of Cantor space 2N is computably bounded. Cenzer-Kihara-Weber-Wu [12]
introduced the notion of immunity for closed sets. A closed subsetP of Cantor space
2N is immuneif Text

P has no infinite computable subset.

Theorem 23. Let P⊆ 2N be a non-immuneΠ0
1 set, and S0,S1, . . . ,Sm ⊆ NN be special

computably bounded homogeneousΠ0
1 sets. Then

∪
i≤m Si ≰

1
1 P.

Proof. Let V0 be an infinite c.e. subtree ofText
P . Assume that

∪
i≤m
∏

n F i
n ≤1

1 P via a
computable functionalΦ, where, for eachi < m, {F i

n}n∈ω is a uniformlyΠ0
1 sequence

of subsets of{0, 1, . . . l i}. Let Sext
i denotes the correspondingΠ0

1 tree of
∏

n F i
n, and let

Li = {ρ : (∃τ ∈ Sext
i )(∃i) ρ = τ⌢⟨i⟩ < Sext

i }, for eachi. Note thatLi differs from the
set of leaves of the correspondingcomputabletree of

∏
n F i

n. We first consider the set
LΦi = {ρ ∈ Li : (∃σ ∈ Vi) Φ(σ) ⊇ ρ}, whereVi for 0 < i ≤ m will be defined in the
below construction. Note thatLΦ0 is computably enumerable. There are three cases:

1. LΦ0 is infinite;
2. LΦ0 is finite, henceΦ([V0]) is a subset of

∏
n F0

n;
3. otherwise.

(Case 1): For anyn, there existsρ ∈ LΦ0 of height> n + 1, andρ(n) ∈ F0
n. From

any computable enumeration ofLΦ0 we can calculate a computable path of
∏

n F0
n. This

contradicts the specialness ofS0 =
∏

n F0
n.
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(Case 2): There exists a finite numberk such that, for every stringσ ∈ V0 of height
> k, Φ(σ) belongs toSext

i . This also contradicts the specialness ofS0 =
∏

n F0
n.

(Case 3): There exists infinitely many stringsσ ∈ V0 such thatΦ(σ) extends some
string ofLΦ0 . SinceLΦ0 is finite, by the pigeon hole principle, there existsρ0 ∈ LΦ0 such
thatΦ(σ) extendsρ for infinitely manyσ ∈ V0. Fix suchρ0, and letV1 = {σ ∈ V0 :
Φ(σ) ⊇ ρ}. Then the downward closure ofV1 is an infinite c.e. subtree ofText

P , and
Φ([V1]) ∩ S0 = ∅.

By iterating this procedure, we win the either of the cases 1 or 2 for somei ≤ m.
The reason is that, if the case 3 occurs forj, thenV j+1 is defined as an infinite c.e.
subtree ofText

P such thatΦ([V1]) ∩ (
∪

i≤ j Si) = ∅. Since
∪

i≤m
∏

n F i
n ≤1

1 P ≤ [Vm], i.e.,
Φ([Vm]) ⊆ ∪i≤m Si , the case 3 does not occur form. □

Corollary 24. Let P,Q be any nonemptyΠ0
1 subsets of2N, and S,T be special com-

putably bounded homogeneousΠ0
1 sets. Then S∪ T ≰1

1 P⌢Q.

Proof. ClearlyP⌢Q is not immune. Thus, Theorem 23 impliesS ∪ T ≰1
1 P⌢Q. □

To understand degrees of difficulty of disjunctive notions, and to discover neweas-
ier (possibly infinitary) disjunctive notions, it is interesting to discusscontiguous de-
grees.

Definition 25. Let (α, β, γ), (α∗, β∗, γ∗) ∈ {1, < ω, ω}3, and assume that≤α
β|γ is not finer

than≤α∗
β∗ |γ∗ . An (α, β|γ)-degreeaα

β|γ is (α∗, β∗|γ∗)-contiguousif aα
β|γ contains at most one

(α∗, β∗|γ∗)-degree, that is to say, for any representativesA, B ∈ aα
β|γ, we have thatA is

(α∗, β∗|γ∗)-equivalent toB.

Corollary 26.

1. There is a(1, < ω)-contiguous(< ω,1)-degree ofΠ0
1 sets of2N.

2. Every(1, < ω)-degree which contains a homogeneousΠ0
1 set or aΠ0

1 antichain
is not(1,1)-contiguous.

3. Every(1, ω| < ω)-degree ofΠ0
1 antichains is not(1, < ω)-contiguous.

4. Every (< ω, 1)-degree ofΠ0
1 antichains is not(1, ω)-contiguous (hence, is not

(1, ω| < ω)-contiguous).

Proof. (1) This follows from Theorem 20.
(2) If d is a (1, < ω)-degree of a homogeneousΠ0

1 setS, thend containsS and
S▽S, sinceS ≡1

<ω S▽S. However,S▽S <1
1 S ∪ S = S by Corollary 24. Ifd is a

(1, < ω)-degree of aΠ0
1 antichainP, thend contains (P×2N)∪ (2N×P) andP▽P, since

P ≡1
<ω (P× 2N) ∪ (2N × P). However,P▽P <1

1 (P× 2N)∪ (2N × P) holds by Lemma 6.
(3) Note that, for anyΠ0

1 setP and any clopen setC, it holds that (P∩C)⊕(P\C) ≡1
1

P. Let d be a (1, ω| < ω)-degree of aΠ0
1 antichainP. Fix a clopen setC such that

P0 = P ∩ C , ∅, andP1 = P \ C , ∅. Thend containsP0 ⊕ P1 and
⊕⇀

n (P0▽nP1),
sinceP0 ⊕ P1 ≡1

ω|<ω
⊕⇀

n (P0▽nP1). However,
⊕⇀

n (P0▽nP1) <1
<ω P0 ⊕ P1 holds by

Corollary 13.
(4) Let d be a (< ω, 1)-degree of aΠ0

1 antichainP. Fix a clopen setC such that
P0 = P ∩ C , ∅, andP1 = P \ C , ∅. Thend containsP0 ⊕ P1 andP0▽ωP1, since
P0 ⊕ P1 ≡<ω1 P0▽ωP1. However,P0▽ωP1 <l P0 ⊕ P1 holds by Corollary 15. □
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3.2. Concatenation, Dynamic Disjunctions, and Contiguous Degrees

We next show the non-existence of nonzero (1,1)-contiguous (1, < ω)-degree, that
is, we will see the LEVEL 4 separation between [CT ]1

1 and [CT ]1
<ω. Indeed, we show

the strong anti-cupping result for (1,1)-degrees inside every nonzero (1, < ω)-degree
via the concatenation operation. The following theorem is one of the most important
and nontrivial results in this paper.

Theorem 27. For any nonemptyΠ0
1 sets P,Q ⊆ 2N, Q⌢P does not(1,1)-cup to P. That

is to say, for any R⊆ NN, if P ≤1
1 (Q⌢P) ⊗ R then P≤1

1 R.

Proof. We first note thatP andQ may be assumed to be special. IfP is not special,
the assertion is trivial. IfQ has a computable element, thenQ⌢P also has a computable
element. In this case, (Q⌢P) ⊗ R ≡1

1 R, and then the assertion is obvious. Therefore,
we may assume thatQ is special. LetTP and TQ be corresponding trees ofP and
Q, and letLP and LQ denote all leaves ofTP andTQ, respectively. Note thatTQ is
infinite sinceQ is special. For a treeT ⊆ 2<N and g ∈ NN, we write T ⊗ {g} for
{σ ⊕ τ : σ ∈ T & τ ⊂ g & |σ| = |τ|}. For computable treesS andT, we also writeS⌢T
for S ∪∪ρ∈LS

ρ⌢T, whereLS denotes the set of all leaves ofS.
AssumeP ≤1

1 (Q⌢P) ⊗ R via a computable functionalΦ. We need to construct a
computable functionalΨ witnessingP ≤1

1 R. Fix g ∈ R. Then we will find ag-c.e.
treeDg ⊆ TP without dead ends. To this end, we inductively construct a uniformly
g-computable sequences{Dg

i }i∈ω, {E
g
i }i∈ω of g-computable trees, as follows.

Eg
0 = TQ ⊗ {g}; Dg

0 = Φ(Eg
0).

Eg
i+1 = (TQ

⌢Dg
i ) ⊗ {g}; Dg

i+1 = Φ(Eg
i+1).

HereΦ(Eg
i ) denotes the image ofEg

i under a functionalΦ, namely,Φ(Eg
i ) = {τ ⊆

2<N : (∃σ ∈ Eg
i ) τ ⊆ Φ(σ)}. Finally, we define ag-c.e. treeDg =

∪
n Dg

n. Now, we let
W be the treeTQ

⌢TP, and then we observe [W] = Q⌢P andTQ ⊆Wext.

Lemma 28. For any i, Dg
i ⊆ Text

P and Eg
i ⊆Wext⊗ {g}.

Proof. This lemma is proved by induction. First, our assumptionTQ ⊆ Wext ensures
Eg

0 = TQ⊗{g} ⊆Wext⊗{g}, and we also haveDg
0 = Φ(Eg

0) ⊆ Text
P sinceΦ((Q⌢P)⊗R) ⊆

[TP] impliesΦ(Wext⊗ {g}) ⊆ Text
P for g ∈ R. Assume the lemma holds for eachj ≤ i.

We now show that the lemma also holds fori +1. By assumption,TQ
⌢Dg

i ⊆ TQ
⌢Text

P =

Wext. So by definition ofEg
i+1, we getEg

i+1 ⊆ Wext ⊗ {g}. Furthermore, we observe
Dg

i+1 = Φ(Eg
i+1) ⊆ Φ(Wext⊗ {g}) ⊆ Text

P . □

Lemma 29. There is a computable functionΓ mapping each g∈ R to a g-computable
sequenceΓ(g) = {Dg

n}n∈ω of g-computable trees.

Proof. Clearly Eg
0 is computable ing, and Dg

i 7→ Eg
i+1 is uniformly g-computable.

Therefore, it suffices to show that we can constructDg
i from Eg

i by a uniformly g-
computable way. Our proof is essentially an effectivization of the classical fact saying
that the continuous image of a compact space is compact (see also [49]).

Assume thatEg
i ⊆ 2<N ⊗ {g} is given. For eachσ ∈ 2N, if σ ⊕ (g ↾ |σ|) ∈ Eg

i ,
then putl(σ) = |Φ(σ ⊕ (g ↾ |σ|))|. If σ ⊕ (g ↾ |σ|) < Eg

i , then putl(σ) = ∞. Note that
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l : 2<N → N∪{∞} is g-computable, since the notationΦ(σ) just means the computation
of Φ restricted to step|σ| with the oracleσ. By Lemma 28, limn l( f ↾ n) = ∞ for any
f ∈ 2N. Because, for anyf with f ⊕ g ∈ [Eg

i ], we haveΦ( f ⊕ g) ∈ [Φ(Eg
i )] ⊆

Φ([W]⊗{g}) ⊆ Φ((Q⌢P)⊗R) ⊆ P, hence,f ⊕g ∈ dom(Φ). Therefore, by compactness,
for eachn ∈ N, there ishn ∈ N such thatl(σ) ≥ n for eachσ ∈ 2<N of lengthhn. We can
computehg

i (n) = hn with the oracleg, sincel is g-computable. Here, we can compute
a g-computable index ofhg

i from an index ofEg
i , uniformly in i ∈ N andg ∈ NN.

Thus, the relationτ ∈ Dg
i is equivalent to theg-computable condition thatτ ⊆ Φ(σ)

for someσ ∈ Eg
i of lengthhg

i (|τ|), uniformly in i ∈ N andg ∈ NN. Formally, the set
{(τ, i,g) ∈ 2<N × N × NN : τ ∈ Dg

i } is computable. □

DefineLDi as the set of all leaves of the treeDg
i , and defineLEi as the set of all

leaves of the treeEg
i for eachi.

Lemma 30. Let X be D or E, and i be any natural number. For anyρ ∈ Lg
Xi

, there are
infinitely many nodesτ ∈ Lg

Xi+1
which are extensions ofρ.

Proof. This lemma is proved by induction. First we pickρ ∈ LE0 = LQ⊗ {g} = {σ⊕ τ :
σ ∈ LQ & τ ⊂ g & |σ| = |τ|}. We note thatTP is an infinite tree sinceP is special. By
using our assumptionP ≤1

1 (Q⌢P) ⊗RviaΦ and the property [TQ] ⊗ {g} ⊆ (Q⌢P) ⊗R,
the treeDg

0 = Φ(Eg
0) has a path, i.e., it is infinite. By definition, we haveEg

1 = TP
⌢Dg

0 ⊇
ρ⌢Dg

0, and soEg
1 has infinitely many extensions ofρ. Now, we assume this lemma for

E and any j ≤ i. For a givenρ ∈ LDg
i
, there is a nodeσ ∈ Eg

i such thatΦ(σ) = ρ

by our definition ofDg
i = Φ(Eg

i ). Note that we haveΦ(σ∗) = ρ for everyσ∗ ∈ Eg
i

extending such aσ, sinceΦ(σ∗) ∈ Dg
i extendsΦ(σ) = ρ while ρ is a leaf of the tree

Dg
i . Therefore, without loss of generality, we can pickσ as a leaf ofEg

i .
By induction hypothesis,σ has infinitely many extensions inEg

i+1. By Lemma 28,
we knowEg

i+1 ⊆ Wext⊗ {g}. This implies thatΦ(Eg
i+1(⊇ σ)) must be infinite whenever

Eg
i+1(⊇ σ) is infinite, whereE(⊇ σ) denotes the set of all nodes in a treeE extending

σ. We now remark that, for anyσ′ ∈ Φ(Eg
i+1(⊇ σ)), Φ(σ′) ⊇ Φ(σ) = ρ. Thus,

Φ(Eg
i+1(⊇ σ)) gives infinitely many extensions ofρ, and our definitionDg

i+1 = Φ(Eg
i+1)

clearly implies the lemma forD andi. Now, we will show the lemma forE andi+1. By
our definition ofEg

i+1 = (TQ
⌢Dg

i )⊗{g}, everyρ ∈ LEi+1 must be of formρ = (σ⌢τ)⊕(g ↾
|σ⌢τ|) for someσ ∈ LQ andτ ∈ LDi . So if τ ∈ LDi has infinitely many extensions in
LDi+1 thenρ = (σ⌢τ) ⊕ (g ↾ |σ⌢τ|) has infinitely many extensions inLEi+2. Thus, we
have established the lemma forE andi + 1. Now, the lemma follows by induction.□

As a consequence of the previous lemma,Dg turns out to be an infiniteg-c.e. sub-
tree ofTP without dead ends for anyg ∈ P. Hence, we can compute a path throughDg

uniformly in g as follows.

Lemma 31. Dg has a g-computable path of TP uniformly in g∈ R.

Proof. The set of all infinite paths through a c.e. tree ofN<N without dead ends is also
called ac.e. closedor overt ([49]) subset ofNN. If a nonempty set is c.e. closed, then
one can easily find its computable element in a uniform way. □
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Then we define a computable functionalΨ asΨ(g) = ∆(
∪

n Γ(g)) for anyg ∈ NN.
This witnessesP ≤1

1 R as desired. □

Corollary 32. For every specialΠ0
1 set P⊆ 2N, there exists aΠ0

1 set Q⊆ 2N such that
Q <1

1 P and Q≡1
<ω P.

Proof. By Theorem 27, we haveP⌢P <1
1 P ≡1

<ω P. □

Definition 33. Fix α, β, γ ∈ {1, < ω, ω}. An (α, β|γ)-degreea ∈ Pα
β|γ hasthe strong

anticupping propertyif there is a nonzero (α, β|γ)-degreeb ∈ Pα
β|γ such that, for any

(α, β|γ)-degreec, if a ≤ b ∨ c, thena ≤ c.

Corollary 34. Every nonzeroa ∈ P1
1 has the strong anticupping property.

Proof. Fix P ∈ a. Let b be the (1,1)-degree ofP⌢P. Then, by Theorem 27, for any
(1,1)-degreec, if a ≤ b ∨ c, thena ≤ c. □

For Π0
1 sets, ifP and Q are disjoint, thenP ⊕ Q is equivalent toP ∪ Q modulo

the (1,1)-equivalence, sinceP1
1 = P/dec<ωp [Π0

1]. However, ifP andQ are notΠ0
1, the

above claim is false, in general.

Proposition 35. For any specialΠ0
1 set P⊆ 2N, there exists a(Π0

1)2 set Q⊆ 2N such
that P∩ Q = ∅ but P∪ Q <1

1 P⊕ Q.

Proof. PutQ = (P⌢P) \P. For anyg ∈ Q, there is a leafρ ∈ LP such thatρ ⊂ g. So we
wait for such a leafρ ∈ LP. Theng↼|ρ| belongs toP. Hence,P ≤1

1 Q. Thus, we have
P ≤1

1 P⊕ Q, while P∪ Q = P⌢P <1
1 P by Theorem 27. □

Definition 36. The operation▽ : P(NN) → P(NN) is defined as the map sendingP
to P▽ = CPA⌢P, whereCPA denotes the set of all complete consistent extensions of
Peano Arithmetic, and it is a (1,1)-completeΠ0

1 subset of 2N.

By the previous theorem, the derived setP▽ does not (1,1)-cup toP wheneverP is
Π0

1. In particular, we haveP▽ <1
1 P. Recall from Part I [29, Proposition 38] that the

operator▽ : P1
1→ P1

1 introduced by (deg11(P))▽ = deg1
1(P▽) is well-defined. Moreover,

P1
1(≤ 1▽) = {a ∈ P1

1 : a ≤ 1▽} is a principal prime ideal consisting of tree-immune-
free Medvedev degrees [12]. Here, recall that aΠ0

1 setP ⊆ 2N is tree-immune ifText
P

contains no infinite computable subtree. Then, we also observe the following.

Proposition 37. Fix Π0
1 sets P0,P1,Q0,Q1 ⊆ 2N, and assume that P0⌢P1 ≤1

1 Q0
⌢Q1.

Then, either P0 ≤1
1 Q0 or P1 ≤1

1 Q1 holds. Moreover, if P0 is tree-immune and Q0 is
nonempty, then P1 ≤1

1 Q1.

Proof. Assume thatP0
⌢P1 ≤1

1 Q0
⌢Q1 via a computable functionΦ. If Φ(ρ) ∈ Text

P0
for

any leafρ ∈ LQ0, thenΦ(g) ∈ [TP0] for any g ∈ [Q0], i.e., P0 ≤1
1 Q0. If Φ(ρ) < Text

P0

for some leafρ ∈ LQ0, then there are only finitely many strings ofTP0 extendingΦ(ρ).
Thus, [TP0

⌢TP1] ∩ [Φ(ρ)] is essentially a sum of finitely manyP1’s, hence it is (1,1)-
equivalent toP1. Since a computable functionalΦ mapsρ⌢Q1 to the above class,
obviously,P1 ≤1

1 Q1. If P0 is tree-immune, thenΦ(ρ) < Text
P0

for some leafρ ∈ LQ0,
since otherwise the image ofTQ0 underΦ is included inTP0, and clearly it is infinite
and computable. Therefore, we must haveP1 ≤1

1 Q1. □
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Corollary 38. The operator▽ : a 7→ a▽ is injective. Hence,▽ provides an order-
preserving self-embedding of the(1,1)-degreesP1

1 of nonemptyΠ0
1 subsets of2N.

Proof. By Cenzer-Kihara-Weber-Wu [12],CPA is tree-immune. Therefore, by Propo-
sition 37,CPA⌢Q = Q▽ ≤1

1 P▽ = CPA⌢P impliesQ ≤1
1 P. □

It is natural to ask whether the image ofP1
1 under the operator is exactlyP1

1(≤ 1▽).
Unfortunately, it turns out to be false.

Proposition 39. There exists a non-tree-immuneΠ0
1 set Q⊆ 2N such that no nonempty

Π0
1 sets P0,P1 ⊆ 2N satisfy Q≡1

1 P0
⌢P1. In particular, the operator▽ : P1

1→ P1
1(≤ 1▽)

is not surjective.

Proof. Let {Qn}n∈N be a computable sequence of nonemptyΠ0
1 subsets of 2N such that⊕

n∈N Qn forms a Turing antichain. DefineQ = Q0
⌢{Qn+1}n∈N. Suppose that there

exist nonemptyΠ0
1 setsP0,P1 ⊆ 2N with Q ≡1

1 P0
⌢P1. Choose computable functions

Φ : Q→ P0
⌢P1 andΨ : P0

⌢P1 → Q. Since{Qn}n∈N forms a Turing antichain,Ψ ◦ Φ
is an identity function onQ. Consider two cases.

The first case is thatΦ(Q) ⊆ P0. In this case,Ψ(P0) = Q sinceΨ ◦ Φ is identity.
Thus, every string inText

Q is extended by some string inΨ(TP0). Moreover, he condition
TP0 ⊆ Text

P0
⌢P1

implies Ψ(TP0) ⊆ Text
Q . Therefore,Ψ(TP0) = Text

Q . HenceText
Q is a

computable tree without leaves. But this is impossible sinceQ contains no computable
elements.

The second case is thatΦ(Q) ⊈ P0, that is, there existsf ∈ Q such thatΦ( f ) ∈
ρ⌢P1, whereρ is a leaf ofTP0. We have f ≡T Φ( f ) sinceΨ ◦ Φ is identity. Note
that we may assume thatf = ρk

⌢ fk for some leafρk ∈ TQ0 and fk ∈ Qk, since even
if f ∈ Q0 the stringΦ( f ↾ n) extendsρ for sufficiently largen, and replacef with
a string extendingf ↾ n which is removed fromQ0. On the one hand,f is the only
element inQ computable inf . On the other hand, everyσ ∈ TP0 always extends to an
element ofP which is Turing equivalent tof . Thus, for everyσ ∈ TP0, the stringΦ(σ)
must be compatible withρk. Hence,Ψ(P) ⊆ ρk

⌢Qk. This contradicts the property that
Ψ ◦ Φ(Q) = Q. □

LetO denote Kleene’s system of ordinal notations (see [52]). As usual, this system
involves a representation| · |O :⊆ N → ωCK

1 of computable ordinals with aΠ1
1 domain

dom(|·|) = O, where|0|O = 0, |2a|O = |a|O+1, and|3·5e|O = supn |Φe(n)|O if Φe : N→ N
is total and strictly increasing. Recall from Part I [29, Definition 62] thatP(a) is thea-th
derivative ofP, i.e., thea-th iterated concatenation starting fromP, for everya ∈ O.

Proposition 40. For any specialΠ0
1 set P⊆ 2N, if a,b ∈ O and a<O b, then P(b) does

not (1,1)-cup to P(a), i.e., for any set R⊆ NN, if P(a) ≤1
1 P(b) ⊗ R then P(a) ≤1

1 R.

Proof. The assumptiona <O b implies 2a ≤O b. Therefore, we haveP(b) ≤1
1 P(2a). By

Theorem 27,P(2a) does not (1,1)-cup toP(a). Thus,P(b) does not (1,1)-cup toP(a). □

Fix any notationomega ∈ O such that|Φomega(n)|O = n for eachn ∈ N. Note that
|omega|O = ω.

Proposition 41. Let P be a specialΠ0
1 subset of2N. For anyΠ0

1 set R⊆ 2N, if P ≤1
<ω

P(omega) ⊗ R, then P≤1
<ω R.
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Proof. As seen in Part I [29, Section 2.4], for everyΠ0
1 setsP,Q ⊆ 2N, P ≤1

<ω implies
P ≤1

tt,<ω Q. SinceP(omega) ⊗ R is Π0
1, P ≤1

<ω P(omega) ⊗ R impliesP ≤1
tt,<ω P(omega) ⊗ R,

and then there is a (1,n)-truth-table functionΓ : P(omega) ⊗ R→ P for somen ∈ N. In
particular,Γ : (ρn+1

⌢P(Φomega(n+1))) ⊗ R→ P, whereρn+1 is the (n+ 1)-th leaf ofTP. By
modifyingΓ, we can easily construct a (1,n)-truth-table functionΘ : P(n+1) ⊗ R→ P.

Assume thatΘ is (1, n)-truth-table vianmany total computable functionsΘ0, . . . ,Θn−1.
We define a computable functionγ : n× 2<N → 2<N as follows. IfΘm(σ) ∈ TP, then
putγ(m, σ) = Θm(σ). If Θm(σ) ⊋ ρ for someρ ∈ LP, then we defineγ(m, σ) to be such
ρ. Let z(σ) = min{m< n : Θm(σ) ∈ TP}. Then, forσ ∈ 2<N, the valueΦ(σ) is defined
by
⊓

m≤z(σ) γ(m, σ). ThenΦ ensures thatP(n) ≤1
1 P(n+1) ⊗ R. By Theorem 27, we have

P(n) ≤1
1 R. Consequently,P ≤1

<ω R. □

Corollary 42. For every a∈ O there exists a computable function g such that, for any
Π0

1 index e, if Pe is special then the following properties hold.

1. Pg(e,b) <
1
1 Pg(e,c) holds for every c<O b <O a, indeed, Pg(e,b) does not(1,1)-cup

to Pg(e,c).
2. Pg(e,b) ≡1

ω Pg(e,c) for every b, c <O a.

Proof. Let g(e,b) be an index ofP(b)
e . Then, the desired conditions follow from Propo-

sition 40. □

For any reducibility notionr, and any ordered set (I ,≤I ), a sequence{ai}i∈I of r-
degrees isr-noncuppingif, for any i <I j, the conditionai ≤r b must be satisfied
wheneverai ≤r a j ∨ b, for anyr-degreeb. In particular, anyr-noncupping sequence is
strictly decreasing, in the sense ofr-degrees.

Corollary 43. For any nonzero(1, ω)-degreea ∈ P1
ω, there is a(1,1)-noncupping

computable sequence of(1,1)-degrees insidea of arbitrary lengthα < ωCK
1 . □

3.3. Infinitary Disjunctions along the Straight Line

We next see the LEVEL 4 separation between [CT ]1
ω|<ω and [CT ]1

ω. Indeed, we
show the non-existence of a (< ω,1)-contiguous (1, ω)-degree. We introduce theLCM
disjunctions of{Pi}i∈N as

`
n∈N Pn =

∪
n∈N(P0

⌢ . . . ⌢Pn). This is a straightforward in-
finitary iteration of the concatenations. IfPn = P for all n ∈ N, we write

`
P instead

of
`

n Pn.

Proposition 44. Let {Pi}i∈N be a computable collection of nonemptyΠ0
1 subsets of2N.

Then
`

n Pn is (1,1)-equivalent to a denseΣ0
2 set in Cantor space2N.

Proof. Let S denote the set{g ∈ {0,1, ♯}N : (∃n ∈ N) (count(g) = n & tail(g) ∈ Pn)},
wherecount(g) = #{n ∈ N : g(n) = ♯}. Then,S is clearly aΣ0

2 subset of{0, 1, ♯}N, and
it is easy to seeS ≡1

1

`
n Pn. For anyσ ∈ {0,1, ♯}<N, we haveσ⌢⟨♯⟩⌢h ∈ S for any

h ∈ Pcount(σ)+1. Thus,S intersects with any clopen set. □

Example 45. Let MLR denote the set of all Martin-L̈of random reals. ThenMLR ≡1
1`

P for any nonemptyΠ0
1 setP ⊆ MLR, by Kuc̆era-Ǵacs Theorem (see [48]), while

MLR <1
1 P for anyΠ0

1 setP ⊆ MLR as follows.
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Proposition 46 (Lewis-Shore-Sorbi [39]). No somewhere dense set in Baire space
(1,1)-cup to a closed set in Baire space. In other words, for any somewhere dense set
D ⊆ NN, any closed set C⊆ NN, and any set R⊆ NN, if C ≤1

1 D ⊗ R then C≤1
1 R. □

Proposition 47. For any somewhere dense set D⊆ NN and any special closed set
C ⊆ NN, we have C≰<ω1 D.

Proof. If {Di}i<b is a finite partition ofD, then
∪

i<b ClNN(Di) = ClNN(D), where the
topological closure ofD, in the standard Baire topology onNN, is denoted by ClNN(D).
To show the claim, for everyx ∈ ClNN(D) we have a sequence{xk}k∈N ⊆ D converging
to x. By pigeonhole principle, there isi < b such that there are infinitely manyk such
that xk ∈ Di . For suchi, clearlyx ∈ ClNN(Di). However, since the somewhere density
of D implies that ClNN(D) contains some clopen set, and hence ClNN(Di) contains a
computable elementr for somei. Additionally, ClNN (C) = C sinceC is closed. If
C ≤<ω1 D ⊗ R, then there is a finite partition{Di}i<b of D such thatC ≤1

1 Di via a
computable functionΦe(i). Fix i such that ClNN(Di) contains a computable element.
Therefore,C = ClNN(C) ≤1

1 ClNN (Di) ⊇ {r} viaΦ f
e(i). Hence,C contains a computable

element. □

Especially, ifP is a specialΠ0
1 set, then there is no nonzero (< ω, 1)-degree ofΠ0

1
subsets of 2N below the (< ω, 1)-degree of̀ P. We will see that the set̀ P has a
stronger property.

Theorem 48. Let P be anyΠ0
1 subset of2N. Then, for every specialΠ0

1 set Q⊆ 2N,

there exists aΠ0
1 setP̂ ⊆

`
P such that Q≰1

<ω P̂.

Then-th bounded learner will be diagonalized above then-th leaf of the spineTP,
where note thatP = [TP] ⊆

`
P. To make a desiredΠ0

1 set inside theΣ0
2 set

`
P,

we need to specify upper bounds of mind-changes to diagonalize all bounded learners.
Unfortunately, we cannot give a computable sequence of such upper bounds. However,
our finite injury construction will specify such upper bounds by a left-c.e. way, which
will be called a timekeeper.

Definition 49. A sequence⟨tn⟩n∈N of finite strings isa timekeeperif there is a uniformly
c.e. collection of finite sets,{Vn}n∈N, such that, for anyn ∈ N, |tn| = |Vn| and tn(i) is
given as the stage at which thei-th element is enumerated intoVn, for eachi < |tn|.

Definition 50. For a finite stringτ ∈ N<N, the τ-delayed(|τ| + 1)-derivative P(τ) is
inductively defined as follows:

P(τ↾0) = P; P(τ↾i+1) =
∪
{σ⌢P : σ ∈ LP(τ↾i) & |σ| ≥ τ(i)} for eachi < |τ|.

Proposition 51. If τ(m) = 0 for each m< |τ|, then P(τ) = P(|τ|+1).

Proof. Straightforward from the definition. □

Lemma 52. For any timekeeper⟨tn⟩n∈N, the following conditions hold.

1. P(tn) ⊆ P(|tn|+1). Hence, P⌢{P(tn)}n∈N ⊂
`

P.
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2. P(tn) isΠ0
1, uniformly in n. Hence, P⌢{P(tn)}n∈N isΠ0

1.

Proof. (1) Straightforward. (2) We construct a computable treeT(tn) corresponding
to P(tn). Eachσ ∈ 2N can be represented asσ = ρ0

⌢ρ1
⌢ . . . ⌢ρk

⌢τ, whereρm ∈ LP

for any m ≤ k, and⟨⟩ , τ ∈ TP. Thenσ ∈ T(tn) if and only if tn(k) holds by stage
|ρ0
⌢ρ1

⌢ . . . ⌢ρk|. ThenT(tn) is a computable tree, and clearlyP(tn) = [T(tn)]. □

Remark. The delayed derivative construction is useful to bound the complexity of the
set, since the recursive meetP⌢{P(|tn|+1)}n∈N of the standard derivatives along a time-
keeper{tn}n∈N is only assured to beΠ0,∅′

1 .

Proof of Theorem 48.Let Q be a specialΠ0
1 set, andP be a givenΠ0

1 set. By a uni-
formly computable procedure, fromP, we will construct a timekeeper{tn}n∈N. The
desired clasŝP will be given byP̂ = P⌢{P(tn)}n∈N.

Requirements. We need to ensure, for alln ∈ N, the following:

Rn : Q ≤1
<ω P̂ via n → (∃∆n) ∆n ∈ Q.

Here,∆n ranges over computable elements of 2N.

Action of an Rn-strategy. Fix an effective enumeration{ρn : n ∈ N} of all leaves of
TP. An Rn-strategy uses nodes extending then-th leaf ρn of TP, and it constructs a
finite sequencetn[s], a sequenceτn[s] of strings, and a computable function∆n. For
anyn, put tn[0] = ⟨⟩, andτn[0] = ρn at stage 0.An Rn-strategy acts at stage s+ 1 if the
following condition holds:

(∃ρ ∈ Ts
P)(∃e< n) Φe(τn[s]⌢ρ) ∈ TQ & Φe(τn[s]⌢ρ) ⊋ Φe(τn[s]).

If an Rn-strategy acts at stages + 1 then, for a witnessρ ∈ Ts
P, we pick ρ∗ ∈ LP

extendingρ. Then let us defineτn[s+ 1] = τn[s]⌢ρ∗, tn[s+ 1] = tn[s]⌢⟨|τn[s+ 1]|⟩,
and∆e,n ↾ l = Φe(τn[s + 1]), where l is the length ofΦe(τn[s + 1]). Otherwise,
tn[s+ 1] = tn[s], τi [s+ 1] = τi [s]. Note that the mapping (n,m) 7→ τn(m) is partial
computable. At the end of the construction, settn =

∪
s tn[s]. As mentioned above,̂P

is defined bŷP = P⌢{P(tn)}n∈N.

Claim. An Rn-strategy acts at most finitely often for eachn.

Clearlyτn =
∪

sτn[s] is a computable string. IfRn acts infinitely often, then∆e,n =

Φe(τn) ∈ Q for somee< n by our choice ofτn. SinceΦe(τn) is computable,Q contains
a computable element. However, this contradicts our assumption thatQ is special.
Therefore, we concludes the claim. As a corollary,⟨tn⟩n∈N is a timekeeper.

Claim. P ≰1
<ω P̂.

Let τn =
∪

sτn[s]. By induction we show thatτn ∈ ρn
⌢Text

P(tn) . First we have the
following observation:

τn[0] = ρn ∈ ρn
⌢Text

P = ρn
⌢Text

P(tn↾0) ⊆ ρn
⌢Text

P(tn[0]) .

Assumeτn[s] ∈ ρn
⌢Text

P(tn[s]) . If τn[s + 1] = τn[s]⌢ρ∗ for ρ∗ ∈ LP then tn[s + 1] =
tn[s]⌢⟨|τn[s+ 1]|⟩. In particularτn[s+ 1] ∈ ρn

⌢LP(tn[s+1]↾|tn[s]|) and |τn[s+ 1]| ≥ tn[s+
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1](|tn[s]|). Hence, by the definition ofP(tn[s+1]), it is easy to see thatτn[s+ 1]⌢P ⊆
ρn
⌢P(tn[s+1]). Thus,τn[s+ 1] ∈ ρn

⌢Text
P(tn[s+1]) . So we obtainτn ∈ ρn

⌢Text
P(tn) and by our

construction ofτn there is noρ ∈ P ande < n such thatΦe(τn
⌢ρ) ⊋ Φe(τn). Since

Φe(τn) is a finite string, for anyg ∈ ρn
⌢Text

P(tn) ⊂ P̂ extendingτn, Φe(g) is also a finite

string. Consequently, thisg witnesses thatP ≰1
<ω P̂. □

Corollary 53. 1. For every specialΠ0
1 set P⊆ 2N, we havè P <<ω1 P ≡1

ω

`
P.

2. For every specialΠ0
1 set P⊆ 2N there exists aΠ0

1 set Q⊆ 2N with Q<<ω1 P ≡1
ω Q.

Proof. By applying Theorem 48 toQ = P, we haveP ≰1
<ω P̂ ≥1

<ω

`
P. Moreover,

P⊕ P̂ <<ω1 P ≡1
ω P⊕ P̂. □

3.4. Infinitary Disjunctions along ill-Founded Trees

We next show the LEVEL 4 separation between [CT ]1
ω and [CT ]<ωω . The follow-

ing theorem concerning the hyperconcatenation▼ and the (1, ω)-reducibility ≤1
ω is a

counterpart of Theorem 27 concerning the concatenation▽ and the (1, 1)-reducibility
≤1

1.

Theorem 54. For every specialΠ0
1 sets P,Q ⊆ 2N, and for any R, if P≤1

ω (Q▼P) ⊗ R
then P≤1

ω R holds.

Proof. Let T▼ denote the corresponding computable tree forQ▼P. The heart of T▼,
T♡▼ , is the set of all stringsγ ∈ T▼ such thatγ ⊆ ⊓i<n(σi

⌢⟨τ(i)⟩) for some{σi}i<n ⊆ LP,
andτ ∈ Text

Q . If γ is precisely of the form
⊓

i<n(σi
⌢⟨τ(i)⟩), thenγ is called aquasi-root

of T♡▼ .

Lemma 55. The heart T♡▼ is aΠ0
1 subtree of T▼. Moreover, the complexity of the set of

all quasi-roots of T♡▼ is alsoΠ0
1.

Proof. The first assertion is trivial. For the second assertion, by an effective way, every
string σ ∈ 2<N is uniquely decomposed intoσ0,m0, σ1,m1, . . . , σn,mn, ρ such that
σ = (

⊓
i<n(σi

⌢mi))⌢ρ and {σi}i≤n ⊆ LP. Recall from Part I [29, Definition 70] that
⟨σ0, σ1, . . . , σn, ρ⟩ is written ascut(σ), ⟨m0,m1, . . . ,mn⟩ is written aswalk(σ), andρ is
written astailcut(σ). Clearly, one can effectively determine whethertailcut(σ) = ⟨⟩
or not. Now,σ is a quasi-root ofT♡▼ if and only ifσ ∈ T♡▼ andtailcut(σ) = ⟨⟩. □

Now we assumeP ≤1
ω (Q▼P)⊗Rvia a learnerΨ. To show the theorem it is needed

to construct a new learner∆ witnessingP ≤1
ω R. Fix g ∈ R.

Lemma 56. There exists a stringρ ∈ T♡▼ such that, for everyτ ∈ T♡▼ extendingρ, we
haveΨ(ρ ⊕ (g ↾ |ρ|)) = Ψ(γ) for anyγ with ρ ⊕ (g ↾ |ρ|) ⊆ γ ⊆ τ ⊕ (g ↾ |τ|).

Proof. If Lemma 56 were false, we could inductively define an increasing sequence
{τi}i∈ω of strings. First letτ0 = ⟨⟩, andτi+1 be the leastτ ⊋ τi such thatτ ∈ T♡▼ and
Ψ(τ⊕(g ↾ (|τ|+ i))) , Ψ(ρ⊕(g ↾ (|ρ|+ j))) for somei, j < 2. Since

∪
i τi ∈ Q▼P, clearly

(
∪

i τi) ⊕ g ∈ (Q▼P) ⊗ R. However, based on the observation (
∪

i τi) ⊕ g, the learner
Ψ changes his mind infinitely often. This means that his prediction limnΨ((

∪
i τi) ⊕ g)

diverges. This contradicts our assumption thatP ≤1
ω (Q▼P)⊗Rvia the learnerΨ. Thus,

our claim is verified. □

31



Lemma 56 can be seen as an analogy of an observation of Blum-Blum [4] in the
theory of inductive inference for total computable functions onN. Suchρ is sometimes
calleda locking sequence.

Lemma 57. There exist an effective procedureΘ : NN × 2<N × 2 → NN and aΠ0
1

conditionφ such that, for any g∈ Q, φ(g, ρ,m) holds for someρ ∈ 2<N, and m< 2,
and that for anyρ ∈ 2<N and m∈ N, if φ(g, ρ,m) holds, thenΘ(g, ρ,m) ∈ P.

Proof. The desired conditionφ(g, ρ,m) is given by the conjunction of the following
three conditions.

1. ρ is a quasi-root ofT♡▼ .
2. τ⌢⟨m⟩ ∈ Text

Q .
3. Ψ(ρ ⊕ (g ↾ |ρ|)) = Ψ(γ) for anyγ ∈ (ρ⌢TP

⌢⟨m⟩⌢TP) ⊗ {g}.
By Lemma 55, the first condition isΠ0

1. The second condition is clearlyΠ0
1. Since

Ψ is total computable, the last condition is alsoΠ0
1. Consequently,φ is Π0

1. We first
show thatφ(g, ρ,m) holds for someρ ∈ 2<N andm ∈ N. Let ρ ∈ T♡▼ be a locking
sequence in Lemma 56, which forcesΨ to stop changing the mind. Without loss of
generality, we can assume thatρ satisfies the condition (1). Sinceτ ∈ Text

Q , there exists
m ∈ ω such thatτ⌢⟨m⟩ ∈ Text

Q , and thism satisfies the condition (2). From conditions
(1) and (2), we conclude thatρ⌢P⌢⟨m⟩⌢P = (ρ⌢P) ∪ (ρ⌢

∪
σ∈LP

σ⌢⟨m⟩⌢P) ⊆ T♡▼ , and
so condition (3) is satisfied. Since we assume thatP ≤1

ω (Q▼P) ⊗ {g} via the learnerΨ,
if φ(g, ρ,m) is satisfied, then the following holds.

P ≤1
1 (ρ⌢P⌢⟨m⟩⌢P) ⊗ {g} viaΦΨ(g↾|ρ|⊕ρ).

Our proof process in Theorem 27 is effective with respect tog, m, and an index of
ΦΨ(g↾|ρ|⊕ρ) which are calculated fromg, ρ, and an index ofΨ. To see this, recall our
proof in Theorem 27. DefineVm

P = TP ∪ {ρ⌢⟨m⟩ : ρ ∈ LP}.

Eg,ρ,m
0 = Vm

P ⊗ {g}; Dg,ρ,m
0 = ΦΨ(g↾|ρ|⊕ρ)(E

g,ρ,m
0 ).

Eg,ρ,m
i+1 = (Vm

P
⌢Dg,ρ,m

i ) ⊗ {g}; Dg,ρ,m
i+1 = ΦΨ(g↾|ρ|⊕ρ)(E

g,ρ,m
i+1 ).

Then, as in the proof of Theorem 27,Dg,ρ,m =
∪

i∈N Dg,ρ,m
i+1 is a subtree ofVP, and it

has no dead ends. Moreover, this construction is clearly c.e. uniformly ing, ρ, andm.
Therefore, we can effectively choose an elementΘ(g, ρ,m) ∈ [Dg,ρ,m] ⊆ P, uniformly
in g, ρ, andm. □

Now, a procedure to getP ≤1
ω R is follows. For giveng ∈ Q, onthe i-th challengeof

a learner∆, the learner∆ chooses the lexicographicallyi-th least pair⟨ρ,m⟩ ∈ 2<N ×N,
and∆ calculates an indexe(ρ,m) of the computable functionalg 7→ Θ(g, ρ,m), that is
to say,∆(g ↾ s) = e(ρ,m) at the current stages. At each stage in thei-th challenge,
the learner∆ tests whether theΠ0

1 conditionφ(g, ρ,m) is refuted. Whenφ(g, ρ,m) is
refuted,∆ changes his mind, and goes to the (i + 1)-th challenge. Clearly lims∆(g ↾ s)
converges, andΦlims∆(g↾s)(g) ∈ P holds. □

Corollary 58. For every specialΠ0
1 set P ⊆ 2N there exists aΠ0

1 set Q ⊆ 2N with
Q <1

ω P ≡<ωω Q.
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Proof. By Theorem 54, ifP ≤1
ω (P▼P) ⊗ 2N ≡1

1 P▼P, thenP ≤1
ω 2N, i.e.,P contains a

computable element. AsP is special, we must haveP ≰1
ω P▼P. As seen in Part I [29,

Section 4],P ≤<ωω P▼P. Therefore, forQ = P▼P, we haveQ <1
ω P ≡<ωω Q. □

Corollary 59. Every nonzeroa ∈ P1
ω has the strong anticupping property.

Proof. Fix P ∈ a. Let b be the (1, ω)-degree ofP▼P. Then, by Theorem 54, for any
(1, ω)-degreec, if a ≤ b ∨ c, thena ≤ c. □

The primary motivation of the second author behind introducing the notions of
learnability reduction was to attack an open problem onΠ0

1 subsets of 2N. The problem
(see Simpson [57]) is whether the Muchnik degrees ((ω, 1)-degrees) ofΠ0

1 classes are
dense. Cenzer-Hinman [13] showed that the Medvedev degrees ((1,1)-degrees) ofΠ0

1
classes are dense. One can easily apply their priority construction to prove densities of
(1, < ω)-degrees and (< ω,1)-degrees. The reason is that the arithmetical complexity
of Aα

β = {(i, j) ∈ N2 : Pi ≤αβ P j} is Σ0
3 for (α, β) ∈ {(1,1), (1, < ω), (< ω, 1)}, where

{Pe}e∈N is an effective enumeration of allΠ0
1 subsets of 2N. It enables us to use a priority

argument directly. However, for other reductions (α, β), the complexity ofAα
β seems to

beΠ1
1. For instance, Cole-Simpson [17] showed that{⟨i, j⟩ : Pi ≤ω1 P j} isΠ1

1-complete.
This observation hinders us from using priority arguments. Hence it seems to be a hard
task to prove densities of such (α, β)-degrees. Nevertheless, our disjunctive notions
turn out to be useful to obtain some partial results.

Theorem 60(Weak Density). For nonemptyΠ0
1 sets P,Q ⊆ 2N, if P <1

ω Q and P<<ωω Q
then there exists aΠ0

1 set R⊆ 2N such that P<1
ω R<1

ω Q.

Proof. AssumeP <1
ω Q andP <<ωω Q. Let R = (Q▼Q) ⊗ P. ThenP ≤1

ω R ≤1
ω Q.

MoreoverQ ≰1
ω P implies Q ≰1

ω R = (Q▼Q) ⊗ P, by non-cupping property of▼.
On the other hand,R = (Q▼Q) ⊗ P ≰1

ω P sinceQ▼Q ≡<ωω Q ≰<ωω P. Consequently,
P <1

ω R= (Q▼Q) ⊗ P <1
ω Q. □

One can introduce a transfinite iterationP▼(a) of hyperconcatenation alonga ∈ O
(see also the nested tape model introduced in Part I [29, Section 5.6]).

Proposition 61. For any specialΠ0
1 set P⊆ 2N, if a,b ∈ O and a<O b, then P▼(b) does

not (1, ω)-cup to P▼(a), i.e., for any set R⊆ NN, if P▼(a) ≤1
ω P▼(b) ⊗ R then P▼(a) ≤1

ω R.

Proof. The assumptiona <O b implies 2a ≤O b. Therefore, we haveP▼(b) ≤1
ω P▼(2a).

By Theorem 54,P▼(2a) does not (1, ω)-cup toP▼(a). Thus,P▼(b) does not (1, ω)-cup to
P▼(a). □

Fix again any notationomega ∈ O such that|Φomega(n)|O = n for eachn ∈ N. Recall
from Part I that a learnerΨ is eventually-Popperianif, for every f ∈ NN,ΦlimsΨ( f↾s)( f )
is total whenever limsΨ( f ↾ s) converges.

Proposition 62. Let P be a specialΠ0
1 subset of2N. For any set R⊆ NN, if P ≤<ωω

P▼(omega) ⊗ R by a team of eventually-Popperian learners, then P≤<ωω R.
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Proof. If P ≤<ωω P▼(omega) ⊗ R via a team of eventually-Popperian learners, then this
reduction is also witnessed by a team ofn eventually-Popperian learners, for some
n ∈ N. In particular, by modifying this reduction, we can easily construct a team of
n eventually-Popperian learners witnessingP ≤<ωω P▼(n+1) ⊗ R. In this case, it is not
hard to showP▼(n) ≤1

1 P▼(n+1) ⊗ R. By Theorem 54,P▼(n) ≤1
ω R. Hence,P ≤<ωω R is

witnessed by a team ofn learners, as seen in Part I [29, Proposition 75]. □

Corollary 63. For every a∈ O there exists a computable function g such that, for any
Π0

1 index e, if Pe is special then the following properties hold.

1. Pg(e,b) <
1
ω Pg(e,c) holds for every c<O b <O a, indeed, Pg(e,b) does not(1, ω)-cup

to Pg(e,c).
2. Pg(e,b) ≡ω1 Pg(e,c) for every b, c <O a.

Proof. Let g(e,b) be an index ofP▼(b)
e . Then the desired conditions follow from Propo-

sition 61. □

Corollary 64. For any nonzero(ω, 1)-degreea ∈ Pω1 , there is a(1, ω)-noncupping
computable sequence of(1, ω)-degrees insidea of arbitrary lengthα < ωCK

1 . □

3.5. Infinitary Disjunctions along Infinite Complete Graphs

The following is the last LEVEL 4 separation result, which reveals a difference
between [CT ]<ωω and [CT ]ω1 .

Theorem 65. For every specialΠ0
1 set P,Q ⊆ 2N there exists aΠ0

1 setP̂ ⊆ 2N such that

Q ≰<ωω P̂ andP̂ is (ω,1)-equivalent to P.

Proof. We construct aΠ0
1 setP ⊆ 2N by priority argument with infinitely many require-

ments{Pe,Ge}e∈N. Each preservation (Pe-)strategy will injure our coding (G-)strategy
of P into P̂ infinitely often. In other words, for eachPe-requirement,̂P contains an el-
ementf ⋆e which is a counterpart of eachf ∈ P, but eachf ⋆e has infinitely many noises.
Indeed, to satisfy theP-requirements, we need to ensure that there is no uniformly
team-learnable way to extract the information off ∈ P from its codef ⋆e ∈ P̂. Never-
theless, the global (G-)requirement must guarantee thatf ∈ P is computable inf ⋆e ∈ P̂
via a non-uniform way. Let{Ψe

i }i<b(e) be thee-th team of learners, whereb = b(e) is the
number of members of thee-th team.

Requirements. It suffices to construct aΠ0
1 set P̂ ⊆ 2N satisfying the following re-

quirements.

Pe : (∃ge ∈ P̂)(∀i < b)
(
lim

s
Ψe

i (ge ↾ s) ↓ → ΦlimsΨ
e
i (ge↾s)(ge) < Q

)
.

Ge : (∀ f ∈ P) f ≤T f ⋆e .

Here, the desiredΠ0
1 setP̂ ⊆ 2N will be of form P∪ { f ⋆e : e ∈ N & f ∈ P}.
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Construction. We will construct a computable sequence of computable trees{Ts}s∈N,
and a computable sequence of natural numbers{hs}s∈N. The desired set̂P is defined
as [
∪

s Ts], and hs is calledactive height at stage s. We will ensure that the treeTs

consists of strings of length≤ hs. The strategy for thePe-requirement acts on some
string extending thee-th leafρe of TCPA.

We will inductively define a stringγe(α, s) ∈ Ts extendingρe for eachs ∈ N and
α ∈ TP of height≤ s. The mapα 7→ limsγe(α, s) restricted toText

P will provide a tree-
isomorphism betweenText

P and (
∪

s Ts)ext, i.e., P̂ ∩ [ρe] will be constructed as the set
of all infinite paths of the tree generated by{limsγe(α, s) : α ∈ TP}. In other words,f ⋆e
is defined by

∪
α⊂ f limsγe(α, s), and each stringγe(α, s) is an approximation ofge ∈ P̂

witnessing to satisfy thePe requirements.
We will also define a finite setMe(α, s) ⊆ b for eachs ∈ N andα ∈ TP of height≤ s.

Intuitively, Me(α, s) contains any index of the learner who have been already changed
his mind|α| times along any string extendingα of lengths, and the stringγe(α, s) also
plays the role of an active node for learners inMe(α, s). To satisfy thePe-requirement,
each learner inMe(α, s) can act onγe(α, s) at stages+ 1, and then he extendsγe(α, s)
to some new stringγe(α, s+ 1) of lengthhs, andinjuresall constructions ofγe(β, s+ 1)
for β ⊋ α. We assume that, for anyα ∈ TP of lengths, {Me(β, s)}β⊆α is a partition of
{i ∈ N : i < b}.
Stage0. At first, putTs = {⟨⟩}, hs = 0, Me(⟨⟩,0) = {i ∈ N : i < b}, andγe(⟨⟩,0) = ρe.

Stages+ 1. At the beginning of each stages+ 1, assume thatTs andhs are given,
and thatMe(β, s) andγe(β, s) have been already defined for eachs ∈ N andβ ∈ TP of
height≤ s. For eachi,e ∈ N and eachτ ∈ 2N, the length-of-agreement function li

e(τ) is
the maximall ∈ N such thatΦΨe

i (τ)(τ; x) ↓ for eachx < l, andΦΨe
i (τ)(τ) ∈ TQ.

Fix a stringα ∈ TP of lengths, and then eachi belongs to someMe(β, s) for β ⊆ α.
In this case, the learnerΨe

i can act onγe(β, s). Then, we say thatthe learnerΨe
i requires

attention alongα at stage s+ 1 if there existsτ ∈ Ts of lengthhs extendingγe(β, s)
such that either of the following conditions are satisfied.

1. Ψe
i changes on(γe(β, s), τ], i.e., there is a stringσ such thatγe(β, s) ⊊ σ ⊆ τ and
Ψe

i (σ
−) , Ψe

i (σ).
2. or, l ie(τ) > max{l ie(σ) : σ ⊆ γe(β, s)}.
Let Rs be the set of allα ∈ TP of lengths such that some learner requires attention

alongα at stages+ 1. Forα ∈ Rs, let m(α) be the leastm such that there is a string
β ⊆ α of lengthm and an indexi ∈ Me(β, s) such thatΨe

i requires attention alongα at
stages+ 1. That is to say, some learnerΨe

i who has already changed his mindm(α)
times requires attention.

Claim. For anyα, β ∈ Rs, we have thatα ↾ m(α) = β ↾ m(β) holds orα ↾ m(α) is
incomparable withβ ↾ m(β).

PutR∗s = {α ↾ m(α) : α ∈ Rs}. Then, forβ ∈ R∗s, let i(β) be the leasti ∈ M(m(α), s)
such thatΨe

i requires attention along someα ⊇ β of length s at stages + 1. For
β ∈ R∗s, we say thatΨe

i(β) acts at stage s+ 1. Moreover, forβ ∈ R∗s, let τ(β) be
the lexicographically least stringτ ∈ Ts of length hs extendingγe(β, s) such thatτ
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witnesses that the learnerΨe
i(β) requires attention along someα ⊇ β of lengthsat stage

s+ 1. ThenR∗∗s ⊆ R∗s is defined as the set of allβ ∈ R∗s such thatΨe
i(β) changes on

(γe(β, s), τ(β)].
For eachβ ∈ R∗∗s , put Me(β, s+ 1) = Me(β, s) \ {i(β)}, and putMe(β⌢i, s+ 1) =

Me(β, s) ∪ {i(β)} for β⌢i ∈ TP. For anyβ < R∗∗s , put Me(β, s+ 1) = Me(β, s). For each
β ∈ R∗s, if β⌢σ ∈ TP is length≤ s for someσ ∈ 2<N, then putγe(β⌢σ, s+ 1) = τ(β)⌢σ.
If α ∈ TP of length≤ s has no substringβ ∈ R∗s, then putγe(α, s+ 1) = γe(α, s). For
eachα ∈ TP of length s, if |γe(α, s+ 1)| < hs then pick the lexicographically least
nodeγ∗e(α, s+ 1) ∈ Ts such that|γ∗e(α, s+ 1)| = hs andγ∗e(α, s+ 1) ⊇ γe(α, s+ 1).
Otherwise putγ∗e(α, s+ 1) = γe(α, s+ 1). Then, for eachα⌢i ∈ TP of length s, put
γe(α⌢i, s+ 1) = γ∗e(α, s+ 1)⌢i. Puths+1 = max{|γe(α, s+ 1)| : α ∈ TP & |α| = s+ 1}.
Then we define the approximation ofP̂ at stages+ 1 as follows.

Ts+1 = Ts∪ {σ ⊆ γe(α, s+ 1)⌢0hs+1−|γe(α,s+1)| : α ∈ TP & |α| = s+ 1 & e ∈ N}.

Finally, we set̂P = [
∪

s∈N Ts]. Clearly, P̂ is a nonemptyΠ0
1 subset of 2N.

Lemma 66. limsγe(α, s) converges for any e∈ N andα ∈ TP.

Proof. Note thatγe(α, s) is incomparable withγe(β, s) wheneverα is incomparable
with β. Therefore,γe(α, s) changes only when some learner inMe(β, s) acts for some
β ⊆ α. Assume thatγe(α, s) changes infinitely often. Then there isβ ⊆ α, t ∈ N and
i ∈ Me(β, t) such thati ∈ Me(β, s) for anys≥ t, andΨe

i(β) acts infinitely often. However,
by our construction,gαe = limsγe(α, s) is computable. Additionally, sincei ∈ Me(β, s)
for anys≥ t, limnΨ

e
i(β)(g

α
e ↾ n) exists, andΦlimnΨ

e
i(β)(g

α
e↾n)(gαe) ∈ Q. This contradicts our

assumption thatQ is special. □

For f ∈ P, put f ⋆e =
∪
α⊂ f limsγe(α, s). By this lemma, suchf ⋆e exists, and we

observe that̂P can be represented aŝP = P∪ { f ⋆e : e ∈ N & f ∈ P}. For eache ∈ N
andα ∈ TP, we pickt(e, α) ∈ N such thatγe(α, s) = γe(α, t) for anys, t ≥ t(e, α).

Lemma 67. TheP-requirements are satisfied.

Proof. Assume thatP ≤<ωω P̂ via the e-th team{Ψi}i<b of learners. Then, for any
f ∈ P, there isi < b such that limnΨi( f ⋆e ↾ n) exists andΦlimnΨi ( f ⋆e ↾n)( f ⋆e ) ∈ Q.
Since limnΨi( f ⋆e ↾ n) exists, there existsα ⊂ f such thati ∈ Me(α, t(e, α)). However,
by the previous claim, no learner in

∪
β⊆α Me(β, t(e, α)) requires attention after stage

t(e, α). This implies limn l ie( f ⋆e ↾ n) < ∞. In other words,ΦlimnΨi ( f ⋆e ↾n)( f ⋆e ) < Q. This
contradicts our assumption. □

Lemma 68. TheG-requirements are satisfied.

Proof. It suffices to show thatf ≤T f ⋆e for anye ∈ N and f ∈ P. Assume that{Ψi}i<b is
thee-th team of learners. LetHe( f ) denote the set of alli < b such that limnΨi( f ⋆e ↾ n)
converges. By our construction and the first claim, ifi ∈ He( f ) theni ∈ Me(αi , t(e, αi))
for someαi ⊂ f . If i < He( f ) then for anyα ⊂ f there existss such thati ∈ Me(α, s).
Setl = maxi∈He( f ) |αi |, andu = maxi∈He( f ) t(e, αi). Forn > l, to computef (n), we wait
for stagev(n) > u such that, for everyi < He( f ), i ∈ Me( f ↾ m, v(n)) for somem≥ n+1.
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Figure 2: The dynamic proof model for a specialΠ0
1 setP ⊆ 2N.

By our construction, it is easy to see that we can extractf (n) from γe( f ↾ n+ 1, v(n)),
by a uniformly computable procedure inn. □

Thus, we haveQ ≰<ωω P̂ by Lemma 67, andP ⊆ P̂ ⊆ D̂eg(P) by Lemma 68. Thus,
P̂ is aΠ0

1 set satisfyingQ ≰<ωω P̂ ≡ω1 P. This concludes the proof. □

Corollary 69. For any nonemptyΠ0
1 sets P,Q ⊆ 2N, if Q ≤<ωω D̂eg(P) then Q contains

a computable element.

Proof. Assume thatQ ≤<ωω D̂eg(P) is satisfied. Suppose thatQ has no computable
element. Then, forP,Q ⊆ 2N, we obtainQ ≰<ωω P̂ ≡ω1 P by Theorem 65. Note that

the conditionP̂ ≡ω1 P implies P̂ ⊆ D̂eg(P). Then,Q ≤<ωω D̂eg(P) ≤1
1 P̂. It involves a

contradiction. □

4. Applications and Questions

4.1. Diagonally Noncomputable Functions

A total function f : N → N is a k-valued diagonally noncomputable functionif
f (n) < k for anyn ∈ N and f (e) , Φe(e) wheneverΦe(e) converges. LetDNRk denote
the set of allk-valued diagonally noncomputable functions. Jockusch [33] showed that
everyDNRk function computes aDNR2 function. However, he also noted that there is
no uniformly computable algorithm finding aDNR2 function from anyDNRk function.

Theorem 70(Jockusch [33]).

1. DNRk >
1
1 DNRk+1 for any k∈ N.

2. DNR2 ≡ω1 DNRk for any k∈ N.

Proposition 71.

1. If a (1, ω)-degreed1
ω of subsets ofNN contains a(1, 1)-degreeh1

1 of homogeneous
sets, thenh1

1 is the greatest(1,1)-degree insided1
ω.

2. If an (< ω, 1)-degreed<ω1 of Π0
1 subsets of2N contains a(1, < ω)-degreeh1

<ω of
homogeneousΠ0

1 sets, thenh1
<ω is the least(1, < ω)-degree insided<ω1 .
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3. Every(< ω,1)-degree ofΠ0
1 subsets of2N contains at most one(1,1)-degree of

homogeneousΠ0
1 sets.

Proof. For the item 1, we can see that, for anyP ⊆ NN and any closed setQ ⊆ NN, if
P ≤1

ω Q then there is a nodeσ such thatQ∩ [σ] is nonempty andP ≤1
1 Q∩ [σ]. That

is,σ is a locking sequence. IfQ is homogeneous, thenP ≤1
1 Q ≡1

1 Q∩ [σ]. The item 2
follows from Theorem 20. By combining the item 1 and 2, we see that every (< ω,1)-
degree ofΠ0

1 subsets of 2N contains at most one (1, < ω)-degree of homogeneousΠ0
1

sets which contains at most one (1,1)-degree of homogeneousΠ0
1 sets. □

Corollary 72. DNR3 <
<ω
1 DNR2, andDNR3 <

1
ω DNR2.

Proof. By Jockusch [33], we haveDNR3 <
1
1 DNR2. Thus, Proposition 71 implies the

desired condition. □

By analyzing Jockusch’s proof [33] of the Muchnik equivalence ofDNR2 and
DNRk for any k ≥ 2, we can directly establish the (< ω,ω)-equivalence ofDNR2

andDNRk for anyk ≥ 2. However, one may find that Jockusch’s proof [33] is essen-
tially based on theΣ0

2 law of excluded middle. Therefore, the fine analysis of this proof
structure establishes the following theorem.

Theorem 73. DNRk▼DNRk <
1
1 DNRk2 for any k.

Proof. As Jockusch [33], fix a computable functionz : N2→ N such thatΦz(v,u)(z(v,u))
= ⟨Φv(v),Φu(u)⟩ for anyv,u ∈ N. Note that everyg ∈ (k2)N determines two functions
g0 ∈ kN and g1 ∈ kN such thatg(n) = ⟨g0(n),g1(n)⟩ for any n ∈ N. We define a
uniform sequence{Γv}v∈N,∆ of computable functions asΓv(g; u) = g1(z(v,u)), and
∆(g; v) = g0(z(v,uv)), whereuv = min{u ∈ N : g1(z(v,u)) = Φu(u) ↓}. Fix g ∈ DNRk2.
Since⟨g0(z(v,u)), g1(z(v,u))⟩ = g(z(v, u)) , ⟨Φv(v),Φu(u)⟩, eitherg0(z(v,u)) , Φv(v)
or g1(z(v,u)) , Φu(u) holds for anyv,u ∈ N. We consider the followingΣ0

2 sentence:

(∃v)(∀u) (Φu(u) ↓ → g1(z(v,u)) , Φu(u)).

Let θ(g, v) denote theΠ0
1 sentence (∀u) (Φu(u) ↓ → g1(z(v,u)) , Φu(u)). If θ(g, v)

holds, thenΓv(g; u) = g1(z(v,u)) , Φu(u) for any u ∈ N. Hence,Γv(g) ∈ DNRk. If
¬θ(g, v) holds, thenuv is defined. Therefore,∆(g; v) = g0(z(v,uv)) ↓, Φv(v), since
g1(z(v,uv)) = Φuv(uv)) ↓. Thus,∆(g; v) is extendible to a function inDNRk. This
procedure shows that there is a functionΓ : DNRk2 → DNRk that is computable strictly
alongΠ0

1 sets{Sv}v∈N via ∆ and {Γv}v∈N, whereSv = {g : θ(g, v)}. Consequently,
DNRk▼DNRk ≤1

1 DNRk2 by Part I [29, Theorem 46].
To seeDNRk▼DNRk ≱

1
1 DNRk2, we note thatDNRk▼DNRk is not tree-immune. By

Cenzer-Kihara-Weber-Wu [12],DNRk▼DNRk does not cup to the generalized separat-
ing classDNRk2. □

Corollary 74. DNRk ≡<ωω DNR2 for any k≥ 2. Indeed, for any k∈ N, the direction
DNRk ≤<ωω DNRk2 is witnessed by a team of a confident learner and a eventually-
Popperian learner. In particular,DNRk ≡ω1 DNR2 for any k≥ 2.
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Proof. As seen in Part I [29, Proposition 75],P ≤<ωω P▼P is witnessed by a team of
a confident learner and a eventually-Popperian learner. Thus, Theorem 73 implies the
desired condition. □

Corollary 75. There is an(< ω,ω)-degree which contains infinitely many(1,1)-degrees
of homogeneousΠ0

1 sets.

Proof. By Corollary 74, the (< ω,ω)-degree ofDNR2 containsDNRk for anyk ∈ N,
while DNRk .1

1 DNRl for k , l. □

4.2. Simpson’s Embedding Lemma

For a pointclassΓ in a spaceX, we say that SEL(Γ,X) holds for(α, β)-degreesholds
for (α, β)-degrees if, for everyΓ setS ⊆ X and for every nonemptyΠ0

1 setQ ⊆ 2N,
there exists aΠ0

1 setP ⊆ 2N such thatP ≡αβ S ∪ Q. Jockusch-Soare [34] indicates that

SEL(Π0
2,N

N) holds for (ω, 1)-degrees, and points out that SEL(Π0
3, 2
N) does not hold

for (ω,1)-degrees, since the set of all noncomputable elements in 2N isΠ0
3. Simpson’s

Embedding Lemma [58] determines the limit of SEL(Γ,X) for (ω, 1)-degrees.

Theorem 76(Simpson [58]). SEL(Σ0
3,N

N) holds for(ω,1)-degrees. □

Theorem 77(Simpson’s Embedding Lemma for other degree structures).

1. SEL(Σ0
2,2
N) does not hold for(< ω, 1)-degrees.

2. SEL(Σ0
2,2
N) holds for(1, ω)-degrees.

3. SEL(Π0
2, 2
N) does not hold for(1, ω)-degrees.

4. SEL(Π0
2,N

N) holds for(< ω,ω)-degrees.
5. SEL(Σ0

3,2
N) does not hold for(< ω,ω)-degrees.

Proof. (1) For anyΠ0
1 setP ⊆ 2N, we note that̀ P ⊆ 2N is Σ0

2. By Theorem 48, there
is noΠ0

1 set 2N which is (< ω, 1)-below
`

P. In particular, there is noΠ0
1 set 2N which

is (< ω, 1)-equivalent toP∪
`

P =
`

P.
(2) For a givenΣ0

2 setS ⊆ 2N, there is a computable increasing sequence{Pi}i∈N
of Π0

1 classes such thatS =
∪

i∈N Pi . We need to show
∪

i∈N Pi ≡1
ω

⊕
i∈N Pi , since⊕

i∈N Pi is (1, < ω)-equivalent to theΠ0
1 class

⊕ −→
i Pi . Then, it is easy to see

∪
i Pi ≤1

1⊕
i Pi . For given f ∈ ∪i Pi , from each initial segmentf ↾ n, a learnerΨ guesses

an index of a computable functionΦΨ( f↾n)(g) = i⌢g for the least numberi such that
f ↾ n ∈ TPi but f ↾ n < TPi−1. For any f ∈ ∪i Pi , for the leasti such thatf ∈ Pi \ Pi−1,
limnΨ( f ↾ n) converges to an index ofΦlimnΨ( f↾n)(g) = i⌢g. Thus,ΦlimnΨ( f↾n)(g) ∈
i⌢Pi . Consequently,S =

∪
i Pi ≤1

ω

⊕ −→
i Pi .

(3) Fix any specialΠ0
1 setP ⊆ 2N. By Jockusch-Soare [34], there is a noncom-

putableΣ0
1 setA ⊆ N such thatP has noA-computable element. Then{A} ⊆ 2N is a

Π0
2 singleton, sinceA is Σ0

1. Therefore,P ⊕ {A} is Π0
2. It suffices to show that there is

no Π0
1 setQ ⊆ 2N such thatQ ≡1

ω P ⊕ {A}. Assume thatQ ≡1
ω P ⊕ {A} is satisfied

for someΠ0
1 setQ ⊆ 2N. ThenQ must have anA-computable elementα ∈ Q. Fix a

learnerΨ witnessingP⊕ {A} ≤1
ω Q. Then, we haveΦlimnΨ(α↾n)(α) = 1⌢A, sinceP has

no element computable inα ≤T A. We wait fors ∈ N such thatΨ(α ↾ t) = Ψ(α ↾ s)
for any t ≥ s. Then, fix u ≥ s with ΦΨ(α↾u)(α ↾ u; 0) ↓= 1. Consider theΠ0

1 set
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Q∗ = { f ∈ Q ∩ [α ↾ u] : (∀v ≥ u) Ψ( f ↾ v) = Ψ( f ↾ u)}. Then, for anyf ∈ Q∗,
ΦlimsΨ( f↾s)( f ) = ΦΨ(α↾u)( f ) must extends⟨1⟩. Thus,{1⌢A} ≤1

1 Q∗ via the computable
functionΦΨ(α↾u). SinceQ∗ is specialΠ0

1 subset of 2N, this implies the computability of
1⌢A which contradicts our choice ofA.

(4) Fix aΠ0
2 setS ⊆ NN. As Simpson’s proof, there is aΠ0

1 setŜ ⊆ NN such that

S ≡1
1 Ŝ. We can find aΠ0

1 setP̂ ⊆ Ŝ▼Q such that̂P ≤1
1 S ∪ Q, andP̂ is computably

homeomorphic to aΠ0
1 setP ⊆ 2N. SinceS ∪ Q ≤<ωω Ŝ▼Q, we haveS ∪ Q ≡<ωω P.

(5) For everyΠ0
1 setP ⊆ 2N, the Turing upward closurêDeg(P) = {g ∈ 2N : (∃ f ∈

P) f ≤T g} of P is Σ0
3, andD̂eg(P) has the least (< ω,ω)-degree inside degω1 (P). By

Theorem 65, there is noΠ0
1 subset of 2N which is (< ω,ω)-equivalent toD̂eg(P). □

4.3. Weihrauch Degrees

The notion of piecewise computability could be interpreted as the computability
relative to the principle of excluded middle in a certain sense. Indeed, in Part I [29,
Section 6], we have characterized the notions of piecewise computability as the com-
putability relative to nonconstructive principles in the context of Weihrauch degrees.
Thus, one can rephrase our separation results in the context of Weihrauch degrees as
follows.

Theorem 78. The symbols P, Q, and R range over all specialΠ0
1 subset of2N, and X

ranges over all subsets ofNN.

1. There are P and Q≤1
1 P such that P≤Σ0

1-LLPO Q but P≰1
1 Q.

2. There are P and Q≤1
1 P such that P≤Σ0

1-LEM Q but P≰Σ0
1-LLPO Q.

3. For every P, there exists Q≤1
1 P such that P≤Σ0

1-LEM Q, whereas, for every X, if

P ≤Σ0
1-DNE Q⊗ X then P≤1

1 X.

4. There are P and Q≤1
1 P such that P≤∆0

2-LEM Q but P≰Σ0
1-LEM Q.

5. There are P and Q≤1
1 P such that P≤Σ0

2-LLPO Q but P≰∆0
2-LEM Q.

6. There is P such that, for every Q, if P≤Σ0
2-LLPO Q, then P≤Σ0

1-LEM Q.

7. For every P and R, there exists Q≤1
1 P such that P≤Σ0

2-DNE Q but R≰Σ0
2-LLPO Q.

8. For every P, there exists Q≤1
1 P such that P≤Σ0

2-LEM Q, whereas, for every X, if
P ≤Σ0

2-DNE Q⊗ X then P≤Σ0
2-DNE X.

9. For every P and R, there exists Q≤ P such that P≤Σ0
3-DNE Q but R≰Σ0

2-LEM Q.

Proof. See Part I [29, Section 6] for the definitions of partial multivalued functions and
their characterizations.

(1) By Corollary 5. (2) By Corollary 9. (3) By Corollary 32. (4) By Corollary 13
(2). (5) By Corollary 15 (1). (6) By Theorem 20. (7) By Corollary 53 (2). (8) By
Corollary 58. (9) By Theorem 65. □

Definition 79 (Mylatz [47]). TheΣ0
1 lessor limited principle of omniscience with(m/k)

wrong answers, Σ0
1-LLPOm/k, is the following multi-valued function.

Σ0
1-LLPOm/k :⊆ NN ⇒ k, x 7→ {l < k : (∀n ∈ N) x(kn+ l) = 0}.

Here, dom(Σ0
1-LLPOm/k) = {x ∈ NN : x(n) , 0, for at mostmmanyn ∈ N}.
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Remark. It is well-known that the parallelization ofΣ0
1-LLPO1/2 is equivalent to Weak

König’s Lemma,WKL (hence, is Weihrauch equivalent to the closed choice for Cantor
space,C2N).

Definition 80.

1. (Cenzer-Hinman [14]) A setP ⊆ kN is (m, k)-separatingif P =
∏

n∈N Fn for
some uniform sequence{Fn}n∈N of Π0

1 setsFn ⊆ k, where #(k \ Fn) ≤ m for any
n ∈ N.

2. A function f : Nm → k is k-valued m-diagonally noncomputable inα ∈ NN
if the value f (⟨e0, . . . , em−1⟩) does not belong to{Φei (α; ⟨e0, . . . ,em−1⟩) : i < m}
for each argument⟨e0, . . . ,em−1⟩ ∈ Nm. By DNRm/k(α), we denote the set of all
k-valued functions which arem-diagonally noncomputable inα.

3. The (m/k) diagonally noncomputable operationDNRm/k : NN ⇒ kN is the multi-
valued function mappingα ∈ NN to DNRm/k(α).

Remark. ClearlyDNRm/k(∅) is (m, k)-separating. The structure of Medvedev degrees
of (m, k)-separating sets have been studied by Cenzer-Hinman [14]. Diagonally non-
computable functions are extensively studied in connection withalgorithmic random-
ness, for example, see Greenberg-Miller [25].

Proposition 81. DNRm/k is Weihrauch equivalent to ̂Σ0
1-LLPOm/k.

Proof. To see ̂Σ0
1-LLPOm/k ≤W DNRm/k, for given (xi : i ∈ N), let ei

t be an
⊕

i∈N xi-
computable index of an algorithm, for any argument, which returnsl at stages if l ∈
Ls+1 \ Ls and #Ls = t, whereLs = {l∗ < k : (∃n) kn + l∗ < s & xi(kn + l∗) ,
0}. Clearly, {ei

t : i ∈ N & t < m} is computable uniformly in
⊕

i∈N xi . For any

f ∈ DNRm/k(
⊕

i∈N xi), the functioni 7→ f (⟨ei
0, . . . , e

i
m−1⟩) belongs to ̂Σ0

1-LLPOm/k(⟨xi :
i ∈ N⟩). Conversely, for givenx ∈ NN, for the i-th m-tuple ⟨e0, . . . , em−1⟩ ∈ Nm,
we setxi(ks+ l) = 1 if Φet (⟨e0, . . . ,em−1⟩) converges tol < k at stages ∈ N for
somet < m, and otherwise we setxi(ks+ l) = 0. Clearly{xi : i ∈ N} is uniformly

computable inx. Then, for any⟨l i : i ∈ N⟩ ∈ ̂Σ0
1-LLPOm/k(⟨xi : i ∈ N⟩) ⊆ kN, we have

l i < {Φet (⟨e0, . . . , em−1⟩) : t < m} by our construction. Hence, thek-valued function
i 7→ l i is m-diagonally noncomputable inx. □

Recall from Part I [29, Section 6] that⋆ is the operation on Weihrauch degrees such
that is defined byF ⋆G = max{F∗ ◦G∗ : F∗ ≤W F & G∗ ≤W G}. See [53] for more
information on⋆.

Corollary 82. Let k≥ 2 be any natural number.

1. ̂Σ0
1-LLPO1/k ≰W Σ

0
2-DNE ⋆ ̂Σ0

1-LLPO1/k+1.

2. ̂Σ0
1-LLPO1/k ≰W Σ

0
2-LLPO ⋆ ̂Σ0

1-LLPO1/k+1.

3. ̂Σ0
1-LLPO1/k ≤W Σ

0
2-LEM ⋆ ̂Σ0

1-LLPO1/k+1.

Proof. By Corollary 72 and Proposition 81, the item (1) and (2) are satisfied. It is not
hard to show the item (3) by analyzing Theorem 73. □
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Remark. By combining the results from Cenzer-Hinman [14] and our previous results,
we can actually show the following.

1. ̂Σ0
1-LLPOn/l ≰W Σ

0
2-DNE ⋆ ̂Σ0

1-LLPOm/k, whenever 0< n < l < ⌈k/m⌉.
2. ̂Σ0

1-LLPOn/l ≰W Σ
0
2-LLPO ⋆ ̂Σ0

1-LLPOm/k, whenever 0< n < l < ⌈k/m⌉.
3. ̂Σ0

1-LLPOn/l ≤W Σ
0
2-LEM ⋆ ̂Σ0

1-LLPOm/k, whenever 0< n < l and 0< m< k.

These results suggest, within some constructive setting, that theΣ0
2 law of excluded

middle is sufficient to show the formula ̂Σ0
1-LLPOm/k → ̂Σ0

1-LLPOn/l , whereas neither
theΣ0

2 double negation elimination nor theΣ0
2 lessor limited principle of omniscience

is sufficient.

Corollary 83. DNR2 ≤Σ0
2-LEM DNR3; DNR2 ≰Σ0

2-LLPO DNR3; DNR2 ≰Σ0
2-DNE DNR3;

MLR ≤Σ0
2-LEM DNR3; and MLR ≰Σ0

2-DNE DNR3. Here, MLR denotes the set of all
Martin-Löf random reals.

Proof. For the first three statements, see Corollary 72 and Theorem 73. It is easy to
see thatMLR ≤1

1 DNR2 ≤Σ0
2-LEM DNR3. It is shown by Downey-Greenberg-Jockusch-

Millans [20] thatMLR ≰1
1 DNR3. By homogeneity ofDNR3 and Proposition 71, we

haveMLR ≰Σ0
2-DNE DNR3. □

4.4. Some Intermediate Lattices are Not Brouwerian

Recall from Medvedev’s Theorem [41], Muchnik’s Theorem [46], and Part I [29,
Proposition 16] that the degree structuresD1

1,D1
ω, andDω

1 are Browerian. Indeed, we
have already observed that one can generateD1

ω from a logical principle so called the
Σ0

2-double negation elimination. ThoughD1
<ω,D1

ω|<ω andD<ω
1 are also generated from

certain logical principles overD1
1 as seen before, surprisingly, these degree structures

arenotBrouwerian.

Theorem 84. The degree structuresD1
<ω, D1

ω|<ω, D<ω
1 , P1

<ω, P1
ω|<ω, andP<ω1 are not

Brouwerian.

PutA(P,Q) = {R ⊆ NN : Q ≤1
<ω P⊗ R}, andB(P,Q) = {R ⊆ NN : Q ≤<ω1 P⊗ R}.

Note thatA(P,Q) ⊆ B(P,Q). Then we show the following lemma.

Lemma 85. There areΠ0
1 sets P,Q ⊆ 2N, and a collection{Ze}e∈N ofΠ0

1 subsets of2N

such that Ze ∈ A(P,Q), and that, for every R∈ B(P,Q), we have R≰ω1 Ze for some
e ∈ N.

Proof. By Theorem 17, we have a collection{Si}i∈N of nonemptyΠ0
1 subsets of 2N

such thatxk ≰T

⊕
j,k x j for any choicexi ∈ Si , i ∈ N. Consider the following sets.

P = CPA⌢{S⟨e,0⟩⌢S⟨e,1⟩⌢ . . . ⌢S⟨e,e⟩}e∈N, Ze = S⟨e,e+1⟩,

Q = CPA⌢{Qn}n∈N, where Q⟨e,i⟩ =


S⟨e,i⟩ ⊗ Ze, if i ≤ e,

(P \ [ρe]) ⊗ Ze, if i = e+ 1,

∅, otherwise.
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Here,ρe is thee-th leaf of the corresponding computable treeTCPA for CPA. To see
Ze ∈ A(P,Q), choose an elementf ⊕ g ∈ P ⊗ Ze. If f ↾ n ∈ TCPA or f ↾ n extends a
leaf exceptρe, our learnerΨ(( f ↾ n) ⊕ g) guesses an index of the identity function. If
f ↾ n extendsρe, thenΨ first guessesΦΨ(( f↾n)⊕g)( f ⊕ g) = ( f↼|ρe|) ⊕ g. By continuing
this guessing procedure, iff ↾ n is of the formρe

⌢τ0⌢τ1⌢ . . . ⌢τi⌢τ such thatτ j is a
leaf of S⟨e, j⟩ for each j ≤ i, andτ does not extend a leaf ofS⟨e, j+1⟩, thenΨ guesses
ΦΨ(( f↾n)⊕g)( f ⊕ g) = ( f↼(|ρe|+|τ0|+···+|τi |))⊕ g. Note thati < e, sincef ∈ P. It is easy to see
thatQ ≤1

<ω P⊗ Ze via the learnerΨ, where #{n ∈ N : Ψ(( f ⊕ g) ↾ n+ 1) , Ψ(( f ⊕ g) ↾
n)} ≤ e+ 1. Therefore,Ze ∈ A(P,Q).

Fix R ∈ B(P,Q). As Q ≤<ω1 P⊗R, there isb ∈ N such that, for everyf ⊕g ∈ P⊗R,
we must haveΦe( f ⊕ g) ∈ Q for somee < b. Suppose for the sake of contradiction
that R ≤ω1 Zb+1. Then, for anyh ∈ Zb+1, we haveg ∈ R with g ≤T h. Pick f0 ∈
ρb+1

⌢S⟨b+1,0⟩ ⊂ P∩ [ρb+1]. SinceR ∈ B(P,Q), there ise0 < b such thatΦe0( f0⊕g) ∈ Q.
By our choice of{Sn}n∈N and the propertyg ≤T h ∈ Zb+1 = S⟨b+1,b+2⟩, if e , b + 1
or i , 0, thenQ⟨e,i⟩ has no (f0 ⊕ g)-computable element. Therefore,Φe0( f0 ⊕ g) have
to extendρ⟨b+1,0⟩. Take an initial segmentσ0 ⊂ f0 determiningΦe0(σ0 ⊕ g) ⊇ ρ⟨b+1,0⟩.
Extendσ0 to a leafτ0 of Sb+1,0, and choosef1 ∈ ρ⌢τ0⌢Sb+1,1 ⊂ P. Again we have
e1 < b such thatΦe1( f1 ⊕ g) ∈ Q. As before,Φe1( f1 ⊕ g) have to extendρ⟨b+1,1⟩.
However,ρ⟨b+1,1⟩ is incomparable withρ⟨b+1,0⟩. Hence, we havee1 , e0. Again take
an initial segmentσ1 ⊂ f1 extendingσ0 and determiningΦe1(σ1 ⊕ g) ⊇ ρ⟨b+1,1⟩. By
iterating this procedure, we see thatR requires at leastb + 1 many indicesei . This
contradicts our assumption. Therefore,R≰<ω1 Zb+1. □

Proof of Theorem 84.Let P, Q, and {Ze}e∈N be Π0
1 sets in 85. Fix (α, β) ∈ {(1, <

ω), (1, ω| < ω), (< ω,1)}. To seeDα
β is not Brouwerian, it suffices to show that there

is no (α, β)-leastR satisfyingQ ≤αβ P ⊗ R. If R satisfiesQ ≤αβ P ⊗ R, then clearly
R ∈ B(P,Q) since≤αβ is stronger than or equals to≤<ω1 . Then,R≰αβ Ze for somee ∈ N.

Moreover,Ze ∈ A(P,Q) impliesQ ≤αβ P⊗Ze, since≤αβ is weaker than or equals to≤1
<ω.

HenceR is not such a smallest set. By the same argument, it is easy to see thatPαβ is

not Brouwerian, sinceZe isΠ0
1. □

Theorem 86. D<ω
ω andP<ωω are not Brouwrian. Moreover, the order structures in-

duced by(P(NN),≤Σ0
2-LEM) and (the set of all nonemptyΠ0

1 subsets of2N,≤Σ0
2-LEM) are

not Brouwrian.

Lemma 87. Let {Si}i≤n be a collection ofΠ0
1 subsets of2N with the property for each

i ≤ n that
∪

k,i Sk has no element computable in xi ∈ Si . Then, there is no(n, ω)-
computable function from▼i≤nSi to

⊕
i≤n Si .

Proof. Assume the existence of an (n, ω)-computable function from▼i≤nSi to
⊕

i≤n Si

which is identified byn many learners{Ψi}i<n. Let Fi be a partial (n, ω)-computable
function identified byΨ, i.e.,Fi(x) = ΦlimnΨ(x↾n)(x). Note that▼i≤nSi ⊆

∪
i<n dom(Fi).

For eachi < n, put Di = dom(Fi) ∩ F−1
i (
⊕

i≤n Si). Let TSi denote the corresponding
tree forSi , for eachi ≤ n. DefineS♡E for eachE ⊆ n + 1 to be the set of all infinite
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paths through the following treeTE.

TE = ▼σ∈TE
0

(
▼σ∈TE

1

(
. . .
(
▼σ∈TE

n−1
[TE

n ]
)
. . .
))
.

Here,TE
i =

Text
Si
, if i ∈ E,

some finite subtree ofText
Si
, otherwise.

Here, the choice of “some finite subtree ofText
Si

” depends on the context, and is implic-
itly determined whenE is defined. For eachE ⊆ n+ 1, clearlyS♡E is a closed subset of
▼i≤nSi . Divide S♡n+1 into n+ 1 many parts{S∗i }i≤n, whereS♡n+1 is equal to

∪
i≤n S∗i , and

eachS∗i is degree-isomorphic toSi .
For eachi ≤ n, check whether there is a stringσ extendible inS♡n+1 such that

S♡n+1 ∩ Di ∩ [σ] is contained inS∗j for somej ≤ n. If yes, for such a leasti ≤ n, choose
a witnessσ0 = σ, and putA0 = {i}, andB0 = { j}. Then, for suchj ∈ B0, “some finite
subtree ofText

S j
” is choosen as the set of all stringsη used inσ0 as a part ofText

S j
in the

sense of the definition of▼i≤nSi , or successors of suchη in Text
S j

. Note thatσ0 is also
extendible inS♡(n+1)\{ j}. Inductively, for somes< n assume thatσs, As, andBs has been
already defined. For eachi < As, check whether there is a stringσ ⊇ σs extendible in
S♡(n+1)\Bs

such thatS♡(n+1)\Bs
∩Di∩[σ] is contained inS∗j for somej < Bs. If yes, for such

a leasti < As, choose a witnessσ0 = σ, and putAs+1 = As ∪ {i}, andBs+1 = Bs ∪ { j}.
As before, for suchj ∈ Bs+1, “some finite subtree ofText

S j
” is choosen as the set of all

stringsη used inσs+1 as a part ofText
S j

, or successors of suchη in Text
S j

. Note thatσs+1

is also extendible inS♡(n+1)\Bs+1
. If no suchi < As exists, finish our construction ofσ, A,

andB. Then, putA = As, B = Bs, and defineσ∗ to be the last witnessσs.
Put A− = n \ A andB− = (n + 1) \ B. Note that #A− + 1 = #B−, since #A = #B.

Therefore,Bcontains at least one element. By our assumption, for anyx ∈ S♡B−∩[σ∗] ,
∅, we must haveFi(x) ∈

⊕
i≤n Si for somei ∈ A−. Thus,A− is nonempty.

Fix a sequenceα ∈ (A−)N such that, for eachi ∈ A−, there are infinitely many
n ∈ N such thatα(n) = i. First setτ0 = σ∗. Inductively assume thatτs ⊇ σ∗ has
been already defined. By our definition ofσ∗, A andB, if ξ extendsσ∗, then the set
S♡B− ∩ Dα(s) ∩ [ξ] intersects withS∗j for at least twoj ∈ B−. Therefore, we can choose
x ∈ S♡B−∩Dα(s)∩[τs]∩S∗j , ∅ for somej ∈ B−. Then,Fα(s)(x; 0) = j, by our assumption
of {Si}i≤n. Find a stringτ∗s such thatτs ⊆ τ∗s ⊂ x andFα(s)(τ∗s; 0) = j. Again, we can
choosex∗ ∈ S♡B− ∩ Dα(s) ∩ [τ∗s] ∩ S∗k , ∅ for somek ∈ B− \ { j}. Then, we must have
Fα(s)(x∗; 0) = k , j. Let τs+1 be a string such thatτ∗s ⊆ τs+1 ⊂ x∗ andFα(s)(τs+1; 0) = k.
Therefore, betweenτs andτs+1, the learnerΨα(s) changes his mind.

Definey =
∪

sτs. Theny is contained inS♡B− , sinceS♡B− is closed. However, for
eachi ∈ A−, by our construction ofy, the valueFi(y) does not converge. Moreover, for
eachi < A−, by our definition ofA, B, andσ∗ ⊂ y, even if Fi(y) converges,Fi(y) <⊕

i≤n Si . Consequently, there is no (n, ω)-computable function from▼i≤nSi ⊃ S♡B− to⊕
i≤n Si as desired. □

PutJ(P,Q) = {R⊆ NN : Q ≤Σ0
2-LEM P⊗R}, andK(P,Q) = {R⊆ NN : Q ≤<ωω P⊗R}.

Note thatJ(P,Q) ⊆ K(P,Q). Then we show the following lemma.
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Lemma 88. There areΠ0
1 sets P,Q ⊆ 2N, and a collection{Ze}e∈N ofΠ0

1 subsets of2N

such that Ze ∈ J(P,Q), and that, for every R∈ K(P,Q), we have R≰ω1 Ze for some
e ∈ N.

Proof. By Theorem 17, we have a collection{Si}i∈N of nonemptyΠ0
1 subsets of 2N

such thatxk ≰T

⊕
j,k x j for any choicexi ∈ Si , i ∈ N. Consider the following sets.

P = CPA⌢{S⟨e,0⟩▼S⟨e,1⟩▼ . . .▼S⟨e,e⟩}e∈N, Ze = S⟨e,e+1⟩,

Q = CPA⌢{Qn}n∈N, where Q⟨e,i⟩ =


S⟨e,i⟩ ⊗ Ze, if i ≤ e,

(P \ [ρe]) ⊗ Ze, if i = e+ 1,

∅, otherwise.

Here,ρe is thee-th leaf of the corresponding computable treeTCPA for CPA. To see
Ze ∈ J(P,Q), for f ⊕g ∈ P⊗Ze, by usingΣ0

1-LEM, check whetherf does no extendρe.
If no, outputsρe,e+1

⌢( f ⊕ g). If f extendsρe, it is not hard to see that an finite iteration
of Σ0

2-LEM can divide (ρe
⌢S⟨e,0⟩▼S⟨e,1⟩▼ . . .▼S⟨e,e⟩) ⊗ Ze into {S⟨e,i⟩ ⊗ Ze}i≤e.

Fix R ∈ K(P,Q). As Q ≤ω<ω P⊗R, some (b, ω)-computable functionF mapsP⊗R
into Q. Suppose for the sake of contradiction thatR ≤ω1 Zb. Then, for anyh ∈ Zb, we
haveg ∈ R with g ≤T h. Then,F maps (P ∩ [ρb]) ⊗ {g} into Q ∩ (

∪
i≤b ρ⟨b,i⟩) by our

choice of{Sn}n∈N. Note that (P∩ [ρb])⊗{g} ≡1
1 (▼i≤bS⟨e,i⟩)⊗{g}, andQ∩(

∪
i≤b ρ⟨b,i⟩) ≡1

1
(
⊕

i≤b S⟨e,i⟩) ⊗ Ze. Therefore, by Lemma 87,F is not (b, ω)-computable. □

Proof of Theorem 86.Let P, Q, and{Ze}e∈N beΠ0
1 sets in 88. Then, by the same argu-

ment as in the proof of Theorem 84, it is not hard to show the desired statement.□

Corollary 89. If (α, β) ∈ {(1,1), (1, ω), (ω, 1)}, and (γ, δ) ∈ {(1, < ω), (1, ω| < ω), (<
ω,1), (< ω,ω)}, then, there is an elementary difference betweenDα

β andDγ
δ , in the

language of partial orderings{≤}.

Proof. Recall that the degree structuresD1
1, D1

ω, andDω
1 are Browerian, i.e., they

satisfy the following elementary formulaψ in the language of partial orders.

ψ ≡ (∀p,q)(∃r)(∀s) (p ≤ q∨ r & ( p ≤ q∨ s → r ≤ s)).

Here, the supremum∨ is first-order definable in the language of partial orders. On the
other hand, by Theorem 84 and 86,D1

<ω, Dω|<ω, D<ω
1 , andD<ω

ω are not Brouwerian,
i.e., they satisfy¬ψ. □

4.5. Open Questions

Question 90(Small Questions).

1. Determine the intermediate logic corresponding the degree structureD1
ω, where

recall thatD1
1 andDω

1 are exactly Jankov’s Logic.
2. Does there existΠ0

1 sets P,Q ⊆ 2N with P≤1
ω Q such that there is no|a|-bounded

learnable functionΓ : Q→ P for any a∈ O? For aΠ0
1 setP̂ in Theorem 48, does

there exist a functionΓ : P̂ → P (1, ω)-computable via an|a|-bounded learner
for some notation a∈ O?
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3. Does there exist a pair of specialΠ0
1 sets P,Q ⊆ 2N with a functionΓ : Q▼P→

Q ⊕ P (or Γ : Q▽∞
`

P → Q ⊕ P) which is learnable by a team of confident
learners (or a team of eventually-Popperian learners)?

4. Let P0, P1, Q0, and Q1 beΠ0
1 subsets of2N with Q0 ≤1

ω Q1 and P0 ≤1
ω P1. Then,

does⟦P0 ∨ Q0⟧Σ0
2
≤1
ω ⟦P1 ∨ Q1⟧Σ0

2
hold? Moreover, if Q0 ≤1

ω Q1 is witnessed by

an eventually Lipschitz learner, then does P0▼Q0 ≤1
ω P1▼Q1 hold?

5. Compare the reducibility≤ωtt,1 and other reducibility notions (e.g.,≤<ωtt,1, ≤1
<ω,

≤1
ω|<ω, ≤<ω1 and≤1

ω) for Π0
1 subsets of Cantor space2N.

Question 91(Big Questions).

1. Are there elementary differences between any two different degree structuresDα
β|γ

andDα′

β′ |γ′ (Pα
β|γ andPα′

β′ |γ′)?

2. Is the commutative concatenation▽ first-order definable in the structureD1
1 or

P1
1?

3. Is each local degree structurePα
β|γ first-order definable in the global degree struc-

tureDα
β|γ?

4. Is the structureP1
ω dense?

5. Investigate properties of(α, β|γ)-degreesa assuring the existence ofb > a with
the same(α′, β′|γ′)-degree asa.

6. Investigate the nested nested model, the nested nested nested model, and so on.
7. Does there exist a natural intermediate notion between(< ω,ω)-computability

(team-learnability) and(ω, 1)-computability (nonuniform computability) onΠ0
1

sets?
8. (Ishihara) Define a uniform (non-adhoc) interpretation (such as the Kleene re-

alizability interpretation) translating each intuitionistic arithmetical sentence
(e.g.,(¬¬∃n∀mA(n,m)) → (∃n∀mA(n,m))) into a partial multi-valued function
(e.g.,Σ0

2-DNE :⊆ NN ⇒ NN).
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